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Monday, March 4, 1991

Salon D
7:00 am-8:30 am Buffet Breakfast

Grand Ballroom Foyer

7:00 am-5:30 pm Registration/Speaker
and Presider Check-in

Salon F

8:15 am-8:30 am

Opening Remarks

C. Lee Giles, NEC Research Institute, General
Cochair;

Sing H. Lee, University of California, San Diego,
General Cochair

8:30 am-10:20 am
MA, Optoelectronic Components
Mario Dagenais, University of Maryland, Presider

MA1

8:30 am (Invited)

Progress in arrays of optoelectronic bistable
devices and sources, K. Kasahara, ). Ogura, Y.
Yamanaka, NEC Corporation, Japan. Recent
progress in vertical-to-surface transmission elec-
tro-photonic devices and the resultant optical func-
tional interconnections willbe presented. . . . 2

MA2
9:00 am
Integrated array of self-electro-optic effect de-
vice logic gates, A. L. Lentine, L. M. F.
Chirovsky, M. W. Focht, J. M. Freund, G. D.
Guth, R. E. Leibenguth, G. J. Przybylek, L. E.
Smith, L. A. D’Asaro, D. A. B. Miller, AT&T Bell
Laboratories. We demonstrate a 16 x 16 amray of
batch-fabricated SEED CMOS-like logic gates
and discuss the advantages of this type of optical
logic gate.

MA3
9:20 am
Binary arithmetic using optical symbolic sub-
stitution and cascadable surface-emitting
lager logic devices, Julian Cheng, G. R.
Olbright, R. P. Bryan, University of New Mexico,
Sandia National Laboratories. Cascadable opti-
cal logic based on heterojunction phototransistors
and vertical-cavity surface-emitting lasers is dem-
onstrated. We discuss a scheme for implement-
ing binary arithmetic by using optical symbolic
substitution. . . . ... ............ 10

MA4

9:40 am

Reliability of optical logic, Charles W. Stirk,
Demetri Psaltis, California institute of Technol-
ogy. The reliability of optical logic depends on fan-
in, contrast ratio, and noise. We calculate the
fundamental and practical BER for optical devices
and multilayer circuits. . . .. ... ... .. 14

MAS

10:00 am

Optical binary multiplication based on a non-
holographic content-addressable memory, An-
drew, Kostrzewski, George Eichmann, Dai Hyun
Kim,” Yao U, Phys:cal Optics Corporation, C:ty
College of the City University of New York. A new
fast binary multiplication scheme based on a non-
holographic optical content-addressable memory
and a sign/logarithm number system is pre-
sented. The design and experimental demonstra-

tion of a 7-bit multiplier are presented. . . . . 18
Salon D

10:20 am Coffee Break
Salon F

10:50 am—12:20 pm

MB, Micro-Optics
Adolf W. Lohmann, NEC Research Institute,
Presider

MB1

10:50 am (Invited)

Binary optics and applications, Wilfrid B.
Veldkamp, Massachusetts Institute of Technol-
ogy. In a classic example of technology transfer,
binary optics is allowing optical designers to cre-
ate innovative optical components which promise
to solve key problems in optical sensors, commu-
nication, and optical processors. . . . . . .. 24




MB2
11:20 am
Three-dimensional integration of digital opti-
cal systems, K.-H. Brenner, Universitdt Erlangen-
Ndrnberg, Federal Republic of Germany.

Complex digital optical systems require methods
for integration. Planar integrated optics excludes
many of the advantages of optics. Concepts and
technologies for a three-dimensional optical inte-
gration are proposed.

MB3
11:40 am
Integrated free-space optical permutation net-
work, Jiirgen Jahns, Walter Ddschner, AT&T Bell
Laboratories. An optical implementation of a per-
mutation network is demonstrated that uses free-
space optical light propagation inside a single
glass substrate. Diffractive lenses are etched into
the substrate to provide beam steering of the light
beams.

MB4

12:00 m

Optical bus interconnection system using
SELFOC lenses and planar microlens arrays,
Kenjiro Hamanaka, Nippon Sheet Glass Com-
pany, Ltd., Japan. A novel optical bus intercon-
nection system using SELFOC lenses and planar
microlens arrays has been proposed. Features
and possible applications are discussed with ex-
perimental results.
12:20 pm-2:00 pm Lunch Break

Salon F

2:00 pm-3:20 pm

MC, Optical Interconnections

Ravindra A. Athale, George Mason University,
Presider

MC1
2:00 pm
Spatial noise reduction in array illuminators,
Adolf W. Lohmann, Stefan O. Sinzinger, NEC Re-
search Institute, Inc., Physlkallsches Institut der
Universitét, Federal Republic of Germany. An
array illuminator provides an array of optical

gates or smart pixels with photon power. Reduc-
ing the coherence improves the homogenaity of
the beamiet array.

vi

MC2

2:20 pm

Cellular hypercube interconnections for opti-
cal processor arrays, C. B. Kuznia, A. A.
Sawchuk, Univers™ ' of Southem California. We
discuss communic.tion times versus detectors
per cell for cellular hypercube interconnections in
optoelectronic fine-grain cellular arrays and their
implementation with binary-phase gratings. . 41

MC3

2:40 pm

Multiplexed hybrid interconnection architec-
tures, Haldun M. Ozaktas, Joseph W. Goodman,
Stanford University. We discuss methods of or-
ganizing information flow in computation in a man-
ner that pemits the multiplexing of signal paths
with distinct sources and destinations. . 45

MC4
3:00 pm
Two-dimensional spatially variant optical inter-
connects, E. J. Restall, B. Robertson, M. R,
Taghizadeh, A. C. Walker, Heriot-Watt University,
UK. A volume holographic approach to such two-
dimensional optical interconnects as the banyan,
butterfly, half cross over, and perfect shuffle is de-
scribed. Prototype networks that are compatible
with current demonstration optical circuits are

also discussed.

SalonD

3:20 pm-3:50 pm Coffee Break

Salon F

3:50 pm—4:40 pm

MD, Spatial Light Modulators

Uzi Efron, Hughes Research Laboratory, Presider

MD1

3:50 pm (Invited)
Some practical issues in design and fabrica-
tion of high-contrast quantum-well modulator
arrays, G. Parry, M. Whitehead, E. Zouganali, A.
Rivers, K. Woodbridge, J. S. Fiobertsf University
College London, UK, Umversuty of California,
Santa Barbara, *Umversny of Sheffield, UK.
Asymmetric Fabry—Perot modulators offer the
prospect of high contrast (>20 dB) and low volt-
age (<5 V) as well as useful optical bandwidths.
This paper will discuss the practical problems of
designing and fabricating arrays of devices to
these specifications.




MD2

4:20 pm

Design and fabrication of VLSI ferroelectric lig-
uid-crystal spatial light modulators, David A.
Jared, Richard Turner, Kristina M. Johnson, Uni-
versity of Colorado, Boulder. |ssues surrounding
the design and fabrication of a 64 x 64 DRAM
spatial light modulator (SLM) and three 32 x 32
optically addressed SLMs are presented. . .55

Salon F

4:40 pm~5:40 pm

ME, Poster Preview

Lee Giles, NEC Research Institute, Presider

SalonD

6:30 pm~8:00 pm Conference Reception
Salon F

SalonD

7:30 pm~9:00 pm

ME Poster Session

ME1

Huge optical amplification by applying pulsed
electric fields to photorefractive crystals, P
Mathey, G. Pauliat, J. C. Launay, G. Roosen,
Centre National de la Recherche Scientifique,
France. The wave-mixing gain is considerably en-
larged by applying a pulsed electric field. Unlike
when other enhancement techniques are used,
the photorefractive gain is no more limited by crys-
taltrapdensities. . . .............. 60

ME2
Enhanced photorefractive effects with a dc
field and moving grating in GaP at 633 nm,
Jian Ma, Yoshinao Taketomi, Yeshaiahu Fain-
man, Joseph E. Ford, Sing H. Lee, Ken'ichi
Chino, University of California, San Diego,
Sumitomo Metal & Mining Company, Ltd., Japan.
We demunstrate that the photorefractive effect in
GaP crystals at 633 nm can be enhanced by
using an externally applied dc field and a moving
grating. Two-beam coupling gain of 1.9 cm’! and
phase-conjugate reflectivity of 4.5% were ob-
tained.

vii

ME3
Optical thresholding and Max operation, Claire
Gu, Pochi Yeh, Rockwell International Science
Center, Unlvarslty of California, Santa Barbara.
Self-oscillations in nonlinear-optical four-wave
mixing and resonators are considered. Some
unique properties of these oscillations can be
used to implement parallel optical thresholding,
comparing, and Max operation. . . . . .. ..

ME4

Gray-scale controllable ferroelectric liquid-
crystal spatial light modulator, Cleber M.
Gomes, Susumu Tsujikawa, Hiroki Maeda,
Hiroyuki Sekine, Takashi Yamazaki, Mikio
Sakamoto, Fujio Okumura, Shunsuke
Kobayashi, Tokyo University of Agriculture and
Technology, Japan, NEC Corporation, Japan.
Memorized gray-scale capability has been demon-
strated in a ferroelectric liquid-crystal spatial light
modulator prepared by using polyimide Langmuir-
Blodgett films to orient the liquid crystal. .72

MES

Optoelectronic neuron, Anton Rohlev, Christian
Fladehaus Jacques |. Pankove, R. F. Carson, G.
Borghs University of Colorado, Boulder, " Sandia
Natlonal Laboratories, TIMEC, Belgium. This in-
tegratable semiconductor optoelectronic neuron
has electrical and optical input/output, is endowed
with memory, exhibits inhibition and enhance-
ment of sensitivity, and can have weighted syn-
76

ME6

Design and demonstration of an optoelec-
tronic neural network using fixed planar holo-
graphic interconnects, Paul E. Keller, Arthur F.
Gmitro, University of Arizona. Implementation of
an optoelectronic Hopfield-style associative mem-
ory neural network is discussed with emphasis on
the construction of an experimental system that

uses binary amplitude holograms. 80

ME7

Custom-designed electro-optic components
for optically implemented, multilayer neural
networks, M. G. Robinson, K. M. Johnson, D.
Jared, D. Doroski, S. Wichart, G. Moddel, Univer-
sity of Colorado, Boulder. Presented is a novel
amorphous silicon/ferroelectric liquid-crystal de-
vice for an optically implemented two-layer con-
nectionist architecture. Results of device and
system performance are described.




MES
Optical matrix-vector implementation of bi-
nary-valued backpropagation, Stephen A.
Brodsky, Clark C. Guest, University of California,
San Diego. An operational optoelectronic neural
network based on the binary-valued backpropaga-
tion training algorithm was constructed. This adap-
tive system uses optical interconnectivity for
associative recall.

ME9
Experimental comparison of different associa-
tive memory techniques implemented opti-
cally by the same system architecture, K. J.
Waible, N. Collings, W. Xue, G. Pedrini, R.
Dandliker, University of Neuchatel, Switzerland.
The same optical architecture is used to compare
the experimental performance of two different in-
hibitory neural systems (binary and gray scale)
and a discrete binary correlator.

ME10

Optical modular architectures for multilayer
BAM with two-dimensional patterns, Soo-
Young Lee, Hyuek-Jae Lee, Sang Yung Shin,
Korea Advanced Institute of Science and Technol-
ogy, Korsa. Optical modular architectures based
on both inner-product matrix formation and outer-
product recall schemaes for two-dimensional pat-
terns are presented for multilayer BAM. . .96

ME11

Optical processing unit for relational data

base gperations, Pericles A. Mitkas, P. Bruce
Berra, Colorado State University, Syracuse Uni-
versity. An optical processing unit based on spa-
tial light modulators is used to perform a rich set
of relational data base operations including projec-
tions, selections, andjoins. . .. ... ... 100
ME12

Fault-tolerant computing on POEM, Dau-
Tsuong Lu, Ting-Ting Y. Lin, Fouad E. Kiamilev,
Sadik C. Esener, Sing H. Lee, University of Cali-
fornia, San Diego. POEM is shown to be fault tol-
erant when using reprogrammed or
reconfigurable optical interconnections. This is
demonstrated by algorithmic testing, recovery,
and reconfiguration using VHDL simulation. . 104

viii

ME13

Optoelectronic full adder using a beam-scan-
ning laser diode, Hideo Itoh, Seiji Mukai,
Masahiko Mori, Masanobu Watanabe, Hiroyoshi
Yajima, Electrotechnical Laboratory, Japan. A
novel optoelectronic full adder with a simple con-
figuration and fast operation has been imple-
mented by using a single beam-scanning logic
gate. . ... ... ... .. 0.
ME14

Implementation of a fiber-optic delay line mem-
ory, Todd J. Soukup, Vincent P. Heuring, Univer-
sity of Colorado, Boulder. We describe the
circuitry and design parameters for a 1024-bit
fiber-optic delay line memory. It will be used in a
50-MHz bit serial optical computer currently under
construction. . . ... ... ......... 112
ME15

Fan-out analysis of a low-skew clock distribu-
tion network with optical amplifiers, C.-S. i

F. Tong, D. G. Messerschmitt, IBM T. J. Watson
Research Center, University of California, Berke-
ley. The skew of a tree-structured optical clock
distribution when using optical amplifiers is ana-
lyzed and is shown to have a large fan-out in-
crease as compared with that of a single-stage
distribution. . . .. .............. 116
ME16

Reconfigurable interconnects using computer-
generated holograms and spatial light modula-
tors, James E. Morris, Michael R. Feldman,
University of North Carolina at Charlotte. A new
method of implementing reconfigurable intercon-
nect systems has been daveloped that involves
combining high-frequency fixed computer-gener-
ated holograms with a small number of spatial
lightmodulators. . . . ............
ME17

Demonstration of colored optical intercon-
nects and implementation of a 2 x 2 optical
crossbar switch with bistable diode laser am-
plifiers, Zeqi Pan, Mario Dagenais, University of
Maryland, College Park. Wavslength-division
demultiplexing is demonstrated by using bistable
diode laser amplifiers. The performance of a gen-
eralized non-blocking 2 x 2 optical crossbar
switch based on bistable diode laser amplifiers is
studied. . ... ....... ... . ..., 124




ME18

Compact crossbar switch for optical intercon-
nects, Freddie Lin, Eva M. Strzelecki, William

Liu, Physical Optics Corporation. A compact opti-
cal crossbar switch based on the concept of vec-
tor-matrix multiplication is realized by using
waveguide gratingcoupler arrays and a spatial
lightmodulator. . . . ... .......... 128

ME19

Techniques for implementation of high-speed
free-sp=ce optical interconnections, Dean Z.
Tsang, MIT Lincoln Laboratory. Differential cur-
rent efficiencies of 8% have been achieved in
free-space optical interconnections between 3-
GHz transmitter and 1.5-GHz receiver modules

on opposite boards without using micro-
positioners. . . . ... .. .......... 132

ME20

Two-dimensional optical buses for massive'y
parallel processing, Shigeru Kawai, Masanori
Mizoguchi, NEC Corporation, Japan. Optical
buses using two-dimensional waveguides for in-
terconnections between processors are pre-
sented. Their principles are successfully
demonstrated by using glass plates with concave
lenses. . . .......... ... ..... 136
ME21

Hologram recording by a pulsed method on
phase change media, Koutarou Nonaka, Yasuh-
ide Nishida, Susumu Fujimori, NTT Applied Elec-
tronics Laboratories, Japan. A novel real-time
hologram recording is presented. It gives media
parameters for high-diffraction efficiency. A two-di-
mensional character pattern is successfully recon-
structed by using GeTe alloy fim. . . . . .. 140
ME22

Progress in diffractive phase gratings used
for spot array generation, Rick L. Morrison,
Sonya L. Walker, AT&T Bell Laboratories. Diffrac-
tion gratings have been incorporated into proto-
type digital optical logic systems to generate spot
arrays. We review improvements that enhance

the grating’s performance. 144

..........

ix

ME23

Passive optical array generators, Mohammad
R. Taghizadeh, Jari Turunen, Brian Robertson,
Antti Vasara, Jan Waesterholm,  Heriot-Watt Uni-
versity, UK, Helsmkl University of Technology,
Finland. We demonstrate the largest and most ef-
ficient space-invariant array generators realized
so far and show that a thin hologram can recon-
struct different images at different wavelengths or
anglesofincidence. ... .......... 148

ME24

Design rules for fan-out elements recorded as
volume holograms, H. P. Herzig, D. Prongusé, P.
Ehbets, R. Dandliker, University of Neuchatel,
Switzerland. The recording of efficient fan-out ele-
ments as thick volume hologr. ms is analyzed by
using coupled-wave theory. Criteria for high effi-
ciency and uniformity of the fan out have been de-
termined. . . ... oL Lo L. 152

ME25

Polarization metrology for optical intercon-
nects that use polarization beam combining,

J. Larry Pezzaniti, Russell A. Chipman, University
of Alabama, Huntsville, The imaging polarimeter
is introduced as a polarization metrology tool to
study optical interconnects by using polarization
beam combining. A method to align the optical in-
terconnects is summarized. . ... ... .. 156

ME26

Photorefractive parallel matrix—matrix multi-
plier using a mutually incoherent laser array,
John Hong, Pochi Yeh, Rockwell International Sci-
ence Center. We demonstrate the operation of a
parallel matrix-matrix muiltiplier by using a pho-
torefractive crystal in conjunction with an array of
mutually incoherent laser sources. . . . . .. 160

ME27

Figure of merit for pattern recognition filters,
Ph. Refregier, Thomson-CSF, France. Optimal
tradeoffs among Horner efficiency, comelation-
peak sharpness, and noise robustness with ex-
plicit solutions provide a rigorous way to evaluate
differentfilters. . . . . .. ... ... .. .. 165




ME28

Digital approach for pattern scale measure-
ments, Joseph Rosen, Lior Dezialoshinski, Ehud
Nahtomi, Joseph Shamir, Technion—Israel Insti-
tute of Technology, Israel. A shift-invariant scale
detection system is oomposed of k optical
correlators operating in parallel to create a digital
word of 2¥ - 1 scale levels. Independent of the
number of objects and their locations in the input
plane, we can measure the locations and the
sizes of all the input patterns simultaneously.
The system was implemented experimentally on
an optical correlator, and the results are pre-
sented. ... ................. 169

ME29

Image correlation using photorefractive GaAs,
Li-Jen Cheng, Duncan T. H. Liu, Keung L. Luke,
NormanS. Z. Kwong. Califomia Institute of Tech-
nology, ‘Ortel Corporation. The characteristics of
image correlation when using photorefractive
GaAs as a real-time dynamic holographic
matched filter-medium are discussed. . . . . 173

ME30
Filter generation in hybrid electro-optical
correlators by using genetic algorithm, Uri
Mahlab, Joseph Shamir, Technion—Israel Insti-
tute of Technology, Israel. A genatic algorithm is
used to generate spatial filters for optical pattern
recognition and classification. The procedure is
implemented directly on a hybrid electro-optical
system by using commercial liquid-crystal televi-
sion as a binary transparency. Experimental re-
sults demonstrate the efficiency of this novel
approach.

ME31

Hardware and software system design for hy-
brid optical-electronic signal processing,

R. D. Griffin, J. N. Lee, U.S. Naval Research Lab-
oratory. The performance of high-speed optical
processors within host digital processing systems
depends critically on hardware and software de-
sign. We describe the design of a matched-filter
system. . ... .. ..., .. ... 0, 231

ME32

Multichannel Bragg cells for optical comput-
ing applications, Dennis R. Pape, Photonic Sys-
tems Inc. Multichannel Bragg cells designed for
optical computing applications will be discussed.
Optical computing systems using multichannel
Bragg cells for switching and processing will be
described. .. ................ 185
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8:30 am-10:20 am

TuA, Digital Systems

Michael Prise, AT&T Bell Laboratories, Presider

TuAt
8:30 am
Paper to be announced.

TuA2

9:00 am

Hardware compiler for digital optical comput-
ing, Miles Murdocca, Vipul Gupta, Masoud

Majidi, Rutgers University. A hardware compiler is
under development at Rutgers University. This
compiler translates descriptions of digital circuits
into gate-level layouts for optical logic arrays inter-
connected infreespace. . . ... ... ... 191

TuA3
9:20 am
Shared memory optical/electronic computer:
architecture design, Clare Waterson, B- Keith
Jenkins, The Aerospace Corporation, Unlverslty
of Southern California. An optical/electronic

MIMD digital computer architecture is presented.
It comprises a passive optical shuffle exchange
network interconnecting electronic processing ele-
ments, shared memory modules, and network
control.

TuAd

9:40 am

Design and construction of a programmable
optical 16 x 16 array processor, A. C. Walker,
R. G. A. Craig, D. J. McKnight, I. R. Redmond, J.
F. Snowdon, G. S. Buller, E. J. Restall, R. A. Wil-
son, S. Wakelin, N. McArdie, P. Meredith, J. M.
Miller, G. MacKinnon, M. R. Taghizadeh, S. D.
Smith, B. S. Wherrett, Heriot-Watt University, UK.
A digital optical processor with 256 channels and
a nearest-neighbor interconnect has been de-
signed and constructed. Results obtained with the
processor willbe discussed. . . . . . .. .. 199




TuAS
10:00 am
Digital optical computer li: performance speci-
fications, Peter S. Guilfoyle, Ronald S. Rudokas,
Richard V. Stone, Edward V. Roos, OptiComp
Corporation, System performance and key spaecifi-
cations of subassembly hardware will be intro-
duced for a general purpose 32-bit digital optical
computer.

SalonD

10:20 am Coffee Break

Salon F

10:50 am-12:40 am

TuB, Fuzzy and Cellular Systems

Kelvin Wagner, University of Colorado, Boulder,
Presider

TuB1

10:50 am (Invited)

Adaptive fuzzy systems, Bart Kosko, University
of Southern California. Fuzzy systems estimate
sampled functions without a mathematical model
of how outputs depend on inputs. Expert advice
and engineering judgment generate fuzzy sys-
tems. Sample data generates adaptive fuzzy sys-
tems. ... ...... ... 208

TuB2

11:20 am

Optoelectronic fuzzy logic system, Gary C.
Marsden, Brita Olson, Sadik Esener, Sing H. Lee,
University of California, San Diego. We present a
digital application of the dual-scale topology opto-
elactronic processor to a parallel modus Ponens
algorithm, which is generalized to inciude fuzzy
values. . . ... ... e 212
TuB3

11:40 am

Optical morphological image processing with
acousto-optic devices, Ravindra A. Athale, Jo-
seph N. Mait, Dennis W. Prather, George
Mason University, ‘us. Army Harry Diamond Lab-
oratories. An optical morphological image proces-
sor based on Fourier-plane filtering with an
acousto-optic device is described and demon-
strated. The size and shape of the structuring ele-
ment can be changed easily and rapidly by
changmg the drive signal to the acousto-optic de-
vice, 216

xi

TuB4
12:00 m
Optical morphological image processor, Gary
E. Lohman, K.-H. Brenner, Universitat Erlangen-
Nirnberg, Federal Republic of Germany. Mathe-
matical morphology and present spatial light
modulator technology enables nonlinear binary
image processing at greater than 10 kHz.
Preliminary experimental results and digital simu-
lations of the unit under construction are pre-
sented.

TuBS

12:20 pm

Cellular sutomata through multikernel incoher-
ent holgoraphic convolution, |. Glaser, Tel Aviv
University, Israel. An optical implementation of
cellular machines by using incoherent holo-
graphic convolution multiple kernels and nonlin-
ear point transformations is described. Cellular
machines with very few pixels per PE are possi-
ble. .. ... .. e 223
12:40 pm-2:00 pm Lunch Break
Salon F

2:00 pm-3:10 pm

TuC, Memory Issues

Cardinal Warde, Massachusetts Institute of
Technology, Presider

TuC1

2:00 pm (Invited)

Optical data-base machines, P. Bruce Berra,
Syracuse University. In this paper we discuss the
application of optical technology to relational data-
base management, full text processing, and multi-
media information systems. . ... ... .. 228

TuC2
2:30 pm
Optical implementation of SELECTION opera-
tion in data base machines, Ravindra A. Athale,
Michael W. Haney, George Mason University,
*BDM International, Inc. Two designs for numeri-
cal inequality detection optical circuits are de-
scribed. These circuits work with parallel access
optical memory (disks or holographic) for a
critical component of an optical data base ma-
chine. . .................+... 231
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2:50 pm

Demonstration of an all-optical addressing cir-
cuit, Donald M. Chiarulli, Steven P. Levitan, Rami
G. Melhem, University of Pittsburgh. A demonstra-
tion is presented of both single and parallel selec-
tion in a one of four addressing circuit when using
coincident pulse addressing. Scalability issues of
synchronization and power distribution are also
addressed. . . .. .. ... ... ...... 235

TuC4

3:10 pm

Optical respite from the Von Neumann bottle-
neck, Alex Dickinson, AT&T Bell Laboratories.
The high instruction bandwidth required by new
computer architectures is straining the proces-
sor/memaory communication bottleneck. Here we
describe how a wide cache together with a wide
optical link between processor and memory can
significantly reduce average memory access

Salon D
3:30 pm—4:00 pm Coffee Break

Salon F

4:00 pm-5:40 pm

TuD, Architectures and Signal Processors
Pochi Yeh, University of California, Santa
Barbara, Presider

TuD1
4:00 pm
Dual-scale topology optoelectronic processor:
comparative analysis and technological feasi-
bility, A. V. Krishnamoorthy, J. Ford, G. C.
Marsden, G. Yayla, S. C. Esener, S. H. Lee, Uni-
versity of California, San Diego. We analyze the
fully connected dual-scale topology optoelectronic
processor system, compare it with existing elec-
tronic implementations, and discuss its techno-
logical feasibility and applicability to neural
networks. . . . ... ... ... .. ...,

TuD2

4:20 pm

Ring-array processor distribution topology for
optical processing and interconnect, Yao Li,
Berlin Ha, City College of New York. A ring-array
processor distribution topology for optical SIMD
processing and interconnact is proposed. Experi-
mental demonstrations and discussions are pre-
sented. 248
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TuD3

4:40 pm

Guided-wave acousto-optic matrix algebra pro-
cessor module, A. Kar-Roy, C. S. Tsai, Univer-
sity of Califoria, Irvine. A high-speed integrated
optic analog matrix algebra processor module,
which utilizes a new architecture involving guided-
wave multifrequency acousto-optic Bragg diffrac-
tions, has been realized in a Y-cut LiNbO3
channel-planar-channel composite waveguide
1.0mm x 10.0 mm x 28.0 mmin size. . . . .252

TuD4

5:00 pm

4 x 4 photorefractive reconfigurable intercon-
nect using laser diodes, Arthur E. Chiou, Pochi
Yeh, Rockwell Intemational Science Center. We
report the demonstration and characterization of a
4 x 4 optical reconfigurable interconnect using
laser diodes at 780 nm and a faerroelectric liquid-
crystal spatial light modulator in conjunction with
a photorefractive barium titanate crystal. The pho-
torefractive hologram improves the energy effi-
ciency by 9 dB over the conventional approach256

TuDS

5:20 pm

A compact photorefractive joint-transform
correlator for industrial recognition tasks, H.
Rajbenbach, S. Bann, J. P. Huignard, Thomson-
CSF, France. A compact multichannel joint-Fou-
rier-transform correlator using a nonlinear
updatable holographic BSO crystal operates with
a diode-pumped mini-YAG laser and performs
multiobject recognition with high signal-to-noise
ratios. . .. .. ... o oo 260
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8:30 am—10:20 am

WA, Optical Learning Systems
Bernard H. Soffer, Hughes Research
Laboratories, Presider

WA1

8:30 am (Invited)

Learning in optical neural networks, Demetri
Psaltis, Califomnia Institute of Technology.
Methods for learning in optical neural networks
are reviewed, and challenges we face before

we can make such systems practical are dis-
cussed. . ... ... ... ... 0 266

WA2

9:00 am

Hologram multiplexing using orthogonal
phase codes and incremental recording,
Yoshinao Taketomi, Joseph E. Ford, Hironori
Sasaki, Jian Ma, Yeshayahu Fainman, Sing H.
Lee, Jack Feinberg, University of California, San
Diego, University of Southern California. We
present an approach that will efficiently store
many holograms in a single photorefractive crys-
tal by using phase-coded reference beams and in-
crementally recorded images. . . .. .. .. 268
WA3

9:20 am

Generalization in an optical on-line learning
machine, John R. Wullert il, Eung Gi Paek, J. S.
Patel, Belicore. We report the demonstration of
generalization in an optical on-line learning ma-
chine as well as the ability to map multiple inputs
toeach outputcategory. . .. ........ 272
WAS

9:40 am

Closed-loop optical-disk-based associative
memory, Mark A. Neifeld, Demetri Psaltis, Califor-
nia Institute of Technology. We describe and ex-
perimentally demonstrate a self-locking
shift-variant optical-disk-based associative mem-
ory with a capacity of 10* images and a 10 ms ac-
cess time. 276
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WAS

10:00 am

Competitive optical learning with winner-take-
all modulators, Kelvin Wagner, Tim Slagle, Uni-
versily of Colorado, Boulder. A competitive
optoelectronic modulator-detector array using
VLS| and liquid crystals has been fabricated. A
self-aligning, unsupervised optical learning archi-
tecture based on this device is presented. . .280
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WB, Neural Network Components
Kristina Johnson, University of Colorado,
Presider

wB1
10:50 am (Invited)

Parallel implementations of neural networks:
electronics, optics, biology, Joshua Alspector,
Bellcore. We consider the implementation as-
pects of neural networks in a variety of physical
embodiments. Using physics as a guide to what
is possible, we attempt to predict where each
technology will be most useful for neural systems.
Important differences emerge when we consider
the relative roles of computation, communica-
tions, power, synapse density, adaptivity, flexibil-
ity, and input representation. . . . ... ...
wB2

11:20 am

First demonstration of an optical learning
chip, Kazuo Kyuma, Yoshikazu Nitta, Jun Ohta,
Shuichi Tai, Masanobu Takahashi, Mitsubishi
Electric Corporation, Japan. A GaAs optical learn-
ing chip is reported for the first time. A novel type
of variable-sensitivity photodiode is developed as
a synaptic device. The learning speed exceeding
640 MCUPS is obtained for the 8-neuron chip.
The application to the pattern classification is
demonstrated.

................




wB3

11:40 am

GaAs-based optoelectronic neurons, Steven
Lin, Francis Ho, Jae le,T Demetri Psaltis, Cali-
fornia Institute of Technology, Stanford Univer-
sity, TJet Propulsion Laboratory. An
optoselectronic thresholding device, consisting of a
light-emitting diode monolithically integrated with
a double-heterojunction bipolar phototransistor
and two MESFETs on a single GaAs substrate,

is reported. This device exhibits a differential opti-
cal gain of 6 and an optical switching energy of
295

wB4

12:00 m

Nonlinear thresholding characteristic for opti-
cal computing of optically addressable
GaAs/FLC spatial light modulators, Masashi
Hashimoto, Yukio Fukuda, Shigeki ishibashi, Ken-
ichi Kitayama, NTT, Japan. The accumulative
thresholding characteristics for inputting newly de-
veloped optically addressable transmission-type
GaAs/FLC spatial light modulation (SLM) are ex-
perimentally investigated. A processor utilizing
SLM, performing OR, and storing results is pro-
posed. 299

12:20 pm-1:30 pm Lunch Break
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1:30 pm--3:00 pm

WC, Joint Plenary Session on Optical
Computing and Photonic Switching: |
B. Keith Jenkins, University of Southern
Califomia, Presider

wcC1

1:30 pm Plenary

Progress in optical interconnection technolo-
gies and demonstrators under the ESPRIT Il
OLIVES program, J. W. Parker, STC Technology
Ltd., UK. OLIVES combines the skills of nine orga-
nizations to develop optical interconnect technolo-
gies and demonstrators. A review will be given of
the aims and progresstodate. . . . . .. .. 304

xXiv

wcC2

2:15pm Plenary

Recent advances in communication network
theory, F. T. Leighton, Massachusetts Institute of
Technology. In this survey of recent advances in
communication network design and algorithms for
message routing, emphasis is placed on a novel
class of randomly-connected networks known as
multibutterfiles. . . . . .. .......... 308
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3:30 pm Plenary

Flexible and fast switching, H. T. Kung, Came-
gie Mellon University. . . . ... ...... 310

wD2
4:15pm Plenary

Ultrafast all-optical fiber soliton logic gates,
M. N. Islam, C. J. Chen, C. E. Soccolich, AT&T
Bell Laboratories. We demonstrate a cascadable
soliton-dragging NOR gate with a switching en-
ergy of 5.8 pJ, a fan out of 6 and a potential
speed of 0.2 TBit/s. This is one example of a
novel time-domain chirp switch architecture in
which digital logic is based on time-shift

keying.
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Progress in Arrays of Opto-Electronic Bistable Devices and Sources

K. Kasahara, I. Ogura and Y. Yamanaka
Opto-Electronics Research Labs., NEC Corporation
34 Miyukigaoka, Tsukuba, Ibaraki 305, Japan

1 Motivations for the VSTEP

With recent progress in semiconductor arrays of opto-electronic bistable devices and
sources, highly parallel optical interconnections and information processing has gradually
become a reality. The Vertical to Surface Transmission Electro-Photonic device, or VSTEP,
is a concept proposed to meet these requirements”. The essential ideas for the VSTEP are
electrophotonic interfusion at the device level and the resulting performance efficiency
improvements in power consumption and uniformity for two-dimensional matrix integration.

Another motivation for the existence of the VSTEP is in realizing an optical
interconnection device with functions which allow for compact configuration resulting from
an absence of electric circuits for controlling the state of optical interconnections(Fig. 1).
For realizing quick reconfiguration, routing and level regeneration in a compact configuration,
it becomes necessary to develop an optical functional interconnection device which not
only has light emission/absorption but also has such functions as thresholding, latch and

optical amplification?. Based on this point, VSTEPs have been fabricated.
2 Concrete Examples of a VSTEP

A pnpn-device is an example of a VSTEP. In this device, the pnpn doped structure with
dual gate electrodes exhibits thyristor-like electronic nonlinearity, which is necessary in
realizing the latch function. The ON or OFF state can be determined and memorized either
optically or electrically. Switching-off is performed by the application of a negative reset
pulse to the anode”.

Low power consumption is realized through the electro-photonic operational mode. During

the retention period, low power consumption as smull as a few PW is attained through
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operation of the optical dynamic memory”. The Electro-Photonic concept has also been
extended to the task of lowering the optical switching energy by using the electronically
assisted switching scheme®.

The feasibility of larger-scale integration has also been confirmed by successful fabrication
of a 1K bit VSTEP matrix, where 32 by 32 pnpn elements are integrated on a SI-GaAs

substrate of about 1mmxlmm?,

In the LED-mode VSTEP, poor light output conversion efficiency compels the VSTEP
to be driven with low optical switching speed in a cascaded connection. Based on this, a
laser-mode VSTEP has been fabricated(Fig. 2)”. The device has a pnpn structure with three
inserted undoped InGaAs strained quantum wells. Two distributed Bragg reflector (DBR)
mirrors with alternating A/4 AlAs/GaAs layers are formed at both ends. These active layers
serve as absorption layers in the OFF state. To achieve high absorption efticiency with thin
absorption layers, absorption enhancement using multiple reflection mirrors for lasing is
utilized.

The switching voltage is 5V, and the holding voltage is 2.5 V. The threshold current
(Ith) was as low as 1.2mA for a 10 pm-square device. The oscillation wavelength is 955 nm.
Using two 30 pm-square VSTEPs(Ith:18mA), one as a laser light source and the other as an
optical switch, cascadability as fast as 10ns write-in time has been successfully demonstrated.
This is a two to three orders of magnitude improvement over the experiments with an LED

mode VSTEP being used as a light source.

3 Optical functional interconnection

Reconfigurable optical interconnection becomes significant when a 2-dimensional
VSTEP matrix is applied, for example, to an optical crossbar switch. The resultant problem,
however, is a high-speed reconfiguration scheme. Figure 3 reveals how to realize the
reconfiguration in a compact configuration when a latch function is located within an optical
interconnection®.  The ON/OFF state is decided and memorized here according to the
electrical write-in to individual devices.

Using this driving scheme, N* optical interconnections can be reconfigured in N time
slots through 2N electrical control lines. This greatly alleviates the reconfiguration procedure,

particularly, when N increases. After the ON/OFF states write-in  to individual devices is




4 / MA1-3

completed throughout the VSTEP elements, the VSTEP matrix acts as an active spatial light
modulator. Using the LED-mode VSTEP matrix, actual write-in time for one row has been
confirmed to be reduced to as short as a few ns. This driving scheme is also used in the

module, which is  fabricated for application as a feed-forward type neural network.

As another optical functional interconnection, an optically self-routing switch has also
been successfully demonstrated(Fig. 4)”. Normally, if the number of optical interconnections
is increased, it becomes difficult to provide the electric cables necessary for routing. This
self-routing switch was realized by using laser mode VSTEPs. The light input signal, which
illuminates the VSTEPs, consists of a pilot signal and data signals. The pilot signal controls
the ON/OFF state of the VSTEPs and seeks an output port for the data signal. The pilot
signal at tl or t2, determines which VSTEP is turned on or not. In this case, only VSTEP-1
is turned on, and acts as an optical amplifier. As a result, optical data signals are transmitted

out of the output port of VSTEP-1.
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Integrated array of self electro-optic effect device logic gates
A. L. Lentine
AT&T Bell Laboratories, Naperville IL 60566

L. M. F. Chirovsky, M. W. Focht, J. M. Freund, G. D. Guth, R. E. Leibenguth,
G. J. Przybylek, and L. E. Smith
AT&T Bell Laboratories, Breinigsville, PA. 18031

L. A. D’Asaro
AT&T Bell Laboratories, Murray Hill NJ 07974

D. A. B. Miller,
AT&T Bell Laboratories, Holmdel NJ 07733

Arrays of symmetric self electro-optic effect devices (S-SEEDs) have been made with low operating
energies and fast switching speeds [1,2]. The device has the characteristics of a set-reset latch, although it
can be made to do logic functions such as a NOR gate by presetting the state of the device before the
application of the data inputs [3]. Logic gates that can perform more complex functions without preset
beams may be realized by using electrically connected detectors configured like transistors in NMOS or
CMOS circuits together with an output S-SEED to provide the output beams [4]. In this paper, we
describe the first integrated arrays of these logic gates, each of which can perform the four basic logic
functions without the use of preset beams. Each logic gate in the array consists of six quantum well p-i-n
diodes, four input diodes configured similar to transistors in a CMOS NOR gate, and two output diodes (.
¢. a S-SEED) that provide a set of complementary output beams. Like the S-SEEDs, this device has time
sequential gain, in which the low power input beams set the state of the device and a set of equal higher
power clock beams subsequently read the state. This device retains many desirable qualitics of the S-
SEED such as signal regeneration and retiming, wavefront restoration, and operation over several decades
in power levels due to its differential nature. Because the logic gate contains only quantum well diodes,
the same batch fabrication procedures [1] used for S-SEED arrays were used to make the arrays of these
devices.

A photograph of part of the array is shown in Fig. 1 and a schematic diagram of each device is shown
in Fig. 2. In making systems with this device, signals are routed in pairs with their logic state determined
by the ratio of the optical powers in the two beams. We can define a logic "one" when A>A, B>B, and
C>C. The uncomplemented signals, A and B, are incident on parallel connected diodes and the
complemented signals, A and B, are incident on serially connected diodes. The two groups of diodes are
connected in series and the center node between them is connected to a S-SEED that provides the output
beams. In operation, the signals are applied first, setting the node voltage, V,, and then the clock beams
are applied to read the device state with the same time sequential gain mechanism as the S-SEEDs. If
input A, input B, or both inputs are "high", either or both of inputs A and B must be low. Initially more
current will flow through the parallel connected diodes than the scrially connected ones, so the node
voltage, V,, will tend switch toward V,,. If we operate at a wavelength where the absorption is less at high
voltages, then, when the clock beams are applied, output C will be low. However, if both inputs A and B
are low, the serially connected diodes will generate more initial current and the device will switch toward
essentially 0 volis, and C will be high when the clock beams are applied. This is the characteristic of a
NOR gate, and any differential NOR gate can perform AND, OR, and NAND functions by redefining the
logic state of the inputs and/or outputs. For example, if we define a logic "one" when A<A, B<B, and
C<C, then the logic gate is a NAND gate.
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The chip contains a 16 x 16 array of these optical logic gates. Each optical input and output window
is SumxSum. The inputs and outputs (e. g. A and A) are on 20um centers, and the different inputs (e. g.
A and B) are on 10um centers. Including the power leads, the unit cell size is 35um x 40um for a toial
array size of 560umx640um. The unit cell size for S-SEEDs with the same size windows was 20x40um
[2). The devices were reflection mode devices [S] with 72 periods of 100A GaAs quantum wells and
BSXGamAIOJAs barriers. Bistability data on S-SEEDs from the same wafer showed a contrast ratio of
4:1 at 6 volts increasing to 7:1 at 15 volts.

The devices were tested by generating data using two differential quantum well modulators. The contrast
ratio of the inputs was roughty 2:1 at 15 volts, because the drive circuit used did not give the full voltage
swing and because there was some saturation of the quantum well material as these devices had thicker
(65.&) barriers [6]. For the gate to operate properly, the input contrast ratio divided by the bistable loop
width must be greater than two, so that two logic "zeros" on the parallel connected diodes generates
sufficiently less current than a logic "one" on the serially connected diodes. By attenuating the inputs o
the parallel connected diodes by 50%, optimum opcration is achieved with low contrast inputs. A
diagram of the experimental set-up is shown in Fig. 3. The data inputs from the differential modulators
are reflected from patterned mirrors onto the respective optical windows of the device. The clock input
and output pass through the transparent portion of the mirrors. We used patierned mirrors with
alternating chromium and gold mirrors and reflected the inputs incident on the parallel connected diodes
from the chromium mirrors, and the inputs incident on the serially connected diodes from gold mirrors.
Since the reflectivity of the chromium mirrors was 56% of that of the gold mirrors, almost ideal
attenuation was provided. It has also been shown that using this selective attenuation for inputs to a S-
SEED operating as a logic gate increases the allowed variations in optical signal levels [7].

The oscilloscope photo in Fig. 4 showing the A and B inputs and C output demonstrated that the device
has the correct NOR functionality. The data input powers on the device were 2uW and 4uW for the
attenuated inputs and ~4pW and 8uW for unattenuated inputs. By defining the differential energy as the
difference in power level of the tworinputs multiplied by the switching time, these energics correspond to
4 pJ per data input (using the unattenuated powers) for the device at 13 volts bias. This energy is about a
factor of two higher than that of a comparable S-SEED [2]. One reason for this is that the capacitance is
larger in these devices because there are 6 diodes as opposed to the equivalent area of 4 diodes in the S-
SEED. A second reason is that when the inputs are attenuated, the equivalent difference in power in
terms of how much difference in photocurrent is generated is only 2uW, thus giving another factor of two
increase in the required cnergy. However, for higher input contrast ratios, the optical energy required for
this gatc should be comparable to a S-SEED logic gate, because the selective attenuators will no longer
be required for this logic gate.

In conclusion, we have built and tested 16 x 16 arrays of SEED logic gates using the same baich
fabrication procedures presently used for S-SEED arrays. These logic gates have the same desirable
characteristics as the S-SEED set-reset latches, but do not require a pre-set beam for logic functions. The
optical encrgy required for operation is slightly higher than that of S-SEEDs, but we would expect the
energies to be comparable as the contrast ratios of the input signals improve.

The authors would like to thank S. L. Walker for fabricating the binary phase gratings and asymmetric
pattemned mirrors, and S. J. Hinterlong for designing the lascr diode mount and mounting the lascr diode
used in our experiment.
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In this paper, we describe the design and operation of optical logic gates based on
heterojunction phototransistor (HPT) and vertical-cavity surface-emitting laser (VCSEL) structures.
We call the HPT/VCSEL structure a surface-emitting laser logic device. These structures will find
use in optical communication systems as well as in parallel optical computing architectures. We
illustrate complete sets of optical logic functions, upon which arithmetical logic units (ALU) are
based, and provide specific examples of binary arithmetic operations based on optical symbolic
substitution.

Two-dimensional surface-normal optical switching architectures represent potentially very
compact, high throughput, parallel processors that are free from the effects of electromagnetic
interference. These systems require the development of high speed photonic switches that are
compatible with a surface-normal architecture, and which can provide high optical gain and
contrast, and operate with low optical input energies. Direct optical addressing is particularly
desirable since the electrical addressing of large matrices of active devices necessarily entails the
added complexity of matrix-scanning and time-multiplexing. The switching elements should not be
excessively sensitive to temperature variations, external optical feedback, or polarization diversity.
Optical switches based on the integration of a HPT or pnpn devices with a VCSEL meet many of
these requirements. Here, a single device provides electronic amplification, optical gain, switching,
control and logic with little or no electronic intermediary. It eliminates the need for an additional
external optical source or an optical bias beam. By varying the degree of positive optical or electrical
feedback between the VCSEL and HPT, these structures can function alternatively as an optical
amplifier, an optical switch, or a bistable logic or memory device.

Photothyristor-controlled switching of electroluminescence has been demonstrated by NEC? and
Mitsubishi,? using arrays of integiated AlGaAs/GaAs p-n-p~-n HPT/LED structures called the
VSTEP (vertical to surface transmission electrophotonic array), which demonstrated optical
switching of LED-like power levels at data rates in excess of 100 MB/s. However, LED-based
structures are inefficient devices with high drive current, low optical output, and little or no optical
gain. Moreover, the LED electroluminescence is not collimated but Lambertian, which gives rise to
serious optical crosstalk problems that become intractable for a densely-packed array in a free-space
optical system. A VCSEL, on the other hand, has very low beam divergence, much higher radiative
efficiency, and is capable of providing high optical gain and contrast3. VCSELs exhibiting low-
threshold current and high differential quantum efficiency have been demonstrated4, using proton-
implant current isolation and planar vertical-injection device structures.

Complete optical logic functions such as inversion, AND, NAND, OR, NOR, and exclusive
XOR, etc., can be realized using simple combinations of phototransistors or photothyristors and
lasers. The principle of operation of the optical OR and AND gates are shown in Fig. |, while actual
demonstrations of these logic operations are shown in Fig. 2, which displays the input and output
optical pulse sequences. In the dark, the phototransistors are in the OFF-state, which exhibits a high
bias voltage and low collector current. When the optical input is sufficiently strong, and the HPT
gain is sufficiently high, the collector current exceeds the threshold of the VCSEL. The HPT goes
into a low bias voltage, high conductance ON-state and switches on the VCSEL. If multiple optical
inputs, each of sufficient intensity to switch on the VCSEL, are incident on the HPT, then an
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optical OR gate is obtained. To operate as an AND-gate, the intensity of each optical input must be
such that they can collectively, but not individually, produce enough current gain to switch on the
VCSEL. The AND and OR gates are sufficient to carry out binary addition, but all the other logic
functions, including the exclusive OR (XOR), can be implemented using only a single logic level
without cascading. Each logic gate contains a single phototransistor and a single YCSEL, except for
the exclusive-OR gate, which is based on a symmetrical differential drive configuration.

Boolean logic recognizes a combination of input bits and outputs one bit. Symbolic substitution,®
which is based on optical pattern transformations, recognizes not only a combination of bits but also
their relative spatial configuration. Thus it recognizes an input symbol, i.e. an optical pattern of bits,
and outputs another symbol, i.e. a new optical pattern of bits. Because of the added degree of
freedom represented by the configurational information, it is well suited for the high speed,
massively parallel processing of optical data. Not only are multiple patterns processed in parallel, the
logical functions can sometimes be repeatedly sequenced in parallel. We will illustrate this with the
example of a two-dimensional binary half-adder, using a two-dimensional array of
phototransistor/VCSEL or photothyristor/VCSEL logic gates.

CURRENT LIGHT OUT
LASER )
s
o 1
P .
5 Ps
HPT 5
P
3 .
Ith Py
PZ THRESHOLD
P
1 .
P3
—e—
VOLTAGE v, h BB K
V
o e v, LIGHT IN
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Fig. 1. Non-latching optical AND (a) and OR (b) logic gates based on a phototransistor and a
vertical-cavity surface-emitting laser, and their operating principles.

Binary addition involves the SUM and CARRY operations and can be simulated using only
AND- and OR-gates (but this would require complementary optical inputs). It is simpler to
simulate these optically using the exclusive OR (XOR) logic function. The SUM is implemented
with an XOR-gate, and the CARRY with an AND-gate. Using symbolic substitution, the states 0
and | are represented by symbols, i.e. by a VCSEL in the ON-state or OFF-state. To implement
binary addition, the inputs consist of two N-bit words, i.e. two linear arrays of N symbols (optical
inputs A and B) arranged as parallel rows of optical bits (Fig. 3). The addition algorithm consists of
a set of rules, which prescribe the pattern shifts and transformations that similate the SUM (XOR)
and CARRY (AND) operations (see Fig. 4). The result of adding bits A and B is to produce new
symbols, in which the top half contains a left-shifted symbol representing the CARRY-bit, while
the bottom contains a right-shifted symbol representing the SUM-bit. The SUM bit is | only if A
or Bis | (i.e. A XOR B), while the CARRY-bit is 1 only if A and B are both 1 (i.e. A AND B).

The optical "HALF-ADDER" hardware contains a two-dimensional array of optical switches
enabled by an array of input optical signals incident on columns of photodetectors, which in turn
are interleaved with columns of VCSELs that generate the optical output pattern. Each position in
the array consists of two optical-logic gates, AND and XOR, each of which contains one or more
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HBTs and VCSELs. The schematic layout for each element (bit) in a row of this N-bit ADDER is

depicted in Fig. 3, which also illustrates the lateral spatial shift in the symbolic substitution scheme.
The switched VCSEL outputs are shifted diagonally as shown to simulate the symbolic substitution.

A T SR RN DINE SUVMINR SUGE AEARSEN GNue SN A

A AND B AORB

sl R
50 ps

Fig. 2. Optical input and output pulse sequences for an optical AND- and an OR-gate. The VCSEL
used in this experiment has an overall optical gain of > 20 and an on/off contrast of 34 dB.

o [ PR CARRY INPUT A
CARRY | INPUT A, CARRY .
n *
. VCSEL AND
INPUT B SUN
* GATE 4{
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INPUT B,

Fig. 3. The binary half-adder based on optical symbolic substitution and its implementation using
HPT/VCSEL logic. The rows represent bits in a N-bit binary word. Each bit position contains an
AND gate and an XOR gate, with two diagonally-staggered optical output VCSELs (SUM and
CARRY).

We illustrate binary addition in Fig. 4. Each bit in the sum of A + B is replaced by the
corresponding left and right-shifted CARRY and SUM bits (VCSEL outputs), thus replacing the
original rows of A and B with new, spatially-shifted symbols representing rows of CARRY and
SUM bits. These are fed into the next logic array to undergo another symbolic substitution cycle,
thereby producing a new row of CARRY and SUM bits. These steps are repeated until there are no
1 bits left in the CARRY row.

The N-step symbolic substitution procedure can be achieved by cascading N HPT/VCSEL logic
arrays, but it can also be done by cycling the output through the the logic array N times during a
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complete arithmetic operation. The cycling of the 2-D optical signals is achieved with the optical
scheme depicted in Fig. 4. However, this requires that the logic array be reset after each pass
through the half-adder, while preserving the previously generated optical outputs as the inputs for
the next pass. This sequence requires a latching pnpn/VCSEL array and an optical memory buffer
array (see Fig. 4). The latter consists of a simple array of latching identity switches, i.e.,
photodetector/laser switches, in which optical input logic level of 1 (light on) switches the
photodetectors and thus the VCSELs on. The outputs of the optical logic processor (S1) trigger the
memory buffer array (S2), whose latched optical outputs "store" the switched optical data from the
previous pass. Switching the bias voltage on and off clocks the logic unit, and initiates new passes
through the processor, while S2 is then erased (reset) to store the next set of outputs from S1. A
maximum of N passes are needed to complete an N-bit binary addition. Thus, using a 128 x 128
array cycling at a 10 ns clock rate, 128 pairs of 64-bit words can be added in parallel in less than
640 ns.

OPTICAL INPUTS AB c.b
OPTICAL LOGIC

\
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oz L p EXAMPLE
MEMORY 4B C+D ’ 1 1 0 1 =3
ARRAY  opricaL oUTPUTS * 0 1t 1 4 =8
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A 1 o0 1 0 o
[jo D 0 . 1 - 1 SECONDPASS o o o ¢ 0
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+ Jo Mt [Jo MW B THIRD PASS —1——*7‘2—: 0 0 s
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LIGHT ON UGHT OFF
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Fig. 4. The optical ALU hardware for a multi-pass binary half-adder, which includes a logic array
and a memory array. Aiso shown are the rules for addition using symbolic substitution and an
example of binary addition using the half-adder.

Here we have described binary addition using symbolic substitution and surface-emitting laser
logic devices. The half-adder described above is simple, compact, and has a relatively low
component count. Full adders, which would simultaneousty take into account all CARRY
operations, would speed up the ALU process time by a factor of N, (a single pass or clock period is
required).
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The Reliability of Optical Logic
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One of the potential niches for optical logic is very high speed digital circuits. Conventional
lithographic manufacturing techniques decrease the individual logic device cost when the
device density per unit area increases. Thermal power dissipation limitations, however,
restrict the device density at a given duty cycle and switching speed. Thus, we desire optical
logic devices with small switching energies for high speed systems. Since. switching energy
usually decreases with decreasing device area, small devices decrease thermal dissipation
problems and increase manufacturing density.

On the other hand, small switching energy has some significant drawbacks. The main draw-
back is that since the number of photons required to switch the device is quite small, sta-
tistical fluctuations in the detected number of photons can make the device switch when
it is not supposed to, or not switch when it is. The focus of this paper is to analyze the
effect of the contrast ratio and fan-in of quantum noise limited optical logic devices on the
reliability of their circuits as measured by the bit error rate (BER), which represents how
often on average the circuit will give an erroneous output. The device models we use ap-
proximate the behaviour and parameters of several devices reported in the literature: the
self-electroptic effect device (SEED); vertical-cavity surface-emitting lasers (VCSEL), and
bistable laser diodes (BLD).

The maximum desired BER for a device depends on the characteristics of the system. Sup-
pose we have one million independent and identical devices each switching every nanosecond.
If we want to have a low probability of any device error occurring during the systems’ ten
vear lifetime, the BER of each device must be much less than 10-2.
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Figure 1: Input-Output Characteristic of Ideal Device

The ideal optical logic device has a switching characteristic that is a step function of the form
shown in figure 1. One non-ideality that we consider is finite contrast ratio of the output.
defined as the ratio of the mean number of photons for a logic 1, g, and the mean number
of photons for a logic zero, my. The only other non-ideality is the shot noise of the detected
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light, which we assume is Poisson distributed.
. . —_— An)k
Pr(k-events in n-tries when probability 1s X) = Pan(k) = LT?‘-)—F"" (1)
For the following analysis we also assume that the inputs to the circuit are independent and
that logic 1's and 0’s are equiprobable.

The first logic family that we consider is optical logic. where separate optical inputs are
fanned-in and summed on a single detector. Figure 2 depicts how the threshold or switching
energy of the devirc determines the BER for an optical detector. The fraction of the area
that is shaded is proportional to the BER.
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Figure 2: Calculation of BER

Equation 2 and figure 3 illustrate the dependence of BER on the threshold. T (in units of
photons), for the optical OR, where N is the fan-in.

N-1 N 1 N T 1 N
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Figure 3: BER vs Threshold for Optical OR
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The optimum threshold---that which produces the lowest BER—shifts to higher values with
increasing fan-in due to the increasing mean number of photons for the all logic low case.
Hence, the second term of equation 2 gets larger with increasing N. As expected. the BER at
the threshold optimum decreases with increasing fan-in due to higher noise levels. Another
feature is the broadening of the curves with increasing fan-in. as measured by the FWHMI.
This is a consequence of the broadening of the Poisson distribution with increasing mean.
which also occurs when the fan-in is high. The reason that the BER does not go to its
highest value of 0.5 at threshold equal to zero or infinity is due to the poor approximation
of the Poisson to the Binomial distribution far from the mean.

The optical AND is the same device as an optical OR with different assignments of inputs
to outputs. The corresponding reliability relationship is shown in equation 3 and BER vs
threshold is plotted in figure 4.
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Figure 4: BER vs Threshold for Optical AND
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[ike the optical OR. the optimum threshold for the optical AND decreases and shifts to
higher values when the fan-in is increased. The BER at the threshold optimum for a given
fan-in. however, is much less for the optical AND. Note that the threshold optimum lies just
below the expected number of photons for a logic high. and gets closer as fan-in increases.
This is due to the exponential increase in the number of terms in the sum of equation 3.
where logic low conditions erroneously produce a logic high output. The inadequacy of the
Poisson approximation to the Binomial far from the mean is evident in the low BER at zero
and infinity.

Another reliability problem arises from the sharpness of the BER peaks around the threshold
optimum. Due to random nonuniformities in manufacturing. the actual threshold of a device
is a random variable. We assume that the distribution of the devices' threshold is Gaussian.

: 1 —14;51‘1)2
r(t) = 7 g




MA4-4 / 17

where pr is the threshold optimum and o7 is its variance. The average BER is
BER =Y Pr(t)BER(1) (5)
t=0
Tables 1 and 2 list the weighted average BER for the optical OR and AND. respectively,

when the standard deviation of the threshold is a fixed percentage of the mean and my = 1000.
my = 100.

Table 1: Optical OR

Fan-in| ¢ % p] {1og[BER] | e [% #] | log[BER]
1 1 -101.08 10 1277
2 1 -77.26 10 -9.58
1 1 -54.39 10 -6.88
8 1 -35.92 10 -3.56

Table 2: Optical AND

Fan-inj o [% u] {log[BER] [|o [% u] |log[BER]
1 1 -101.08 10 -12.797
2 1 -26.81 10 -2.89
4 1 -11.29 10 -1.88
3 1 -6.44 10 -2.63

The Gaussian distribution of the thresholds decreases the average BER from the BER at the
threshold optimum. The situation is more severe for the optical AND due to the narrowness
of the peaks in its BER, and its lower overall optimum BER. The non-zero Poisson tails in
the plot of BER vs threshold for the optical AND when weighted by a wide Gaussian make
the average BER for the high fan-in situation appear greater than it actually is.

Along with variation in threshold, variation in contrast is a rcal cffect in these devices. In
the oral presentation we will show the effect this has on the BER. We have also considered
the family of differential logic devices using this method of analysis. For multilaver circuits
the calculation is a little more difficult due to multiple errors. For an optical combinational
circuit, one can compute what is the largest fan-in device that achieves a desired BER. One
can also ask the question. given an infinite contrast device. i.e. no photons for logic low.
what is the quantum limit on the fan-in for a given BER and mean logic high?

In conclusion. low switching energy optical logic devices have quantum limits placed on
their rehability. This is because shot noise can cause a configuration of the input values
to be crroneously classified.  The limit on the BER is most severe when the fan-in and
non-uniformity of the devices are high. Thus. for high-reliability. low-power cirenits it is
imperative that the devices be very uniform and the fan-in be restricted to rather low values.
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ABSTRACT

A new fast binary multiplication scheme based on a non-holographic optical content
addressable memory (CAM) and a sign/logarithm number (SLN) system is presented. The
design and experimental demonstration of a 7-bit multiplier are presented.

Recently, the application of a non-holographic CAM to optical computing was proposed
[1]. A CAM based processor compares an input pattern with all previously stored reference
patterns and, when a match is found, it generates an output. Optical binary multiplication
has attracted increasing attention in the optical information processing community. A number
of digital multiplication schemes have been developed and experimentally implemented [2-4].
For a binary multiplication, the direct implementation of a truth table (e.g., in reference [3])
for large dynamic range calculations leads to an increasing hardware complexity. Here, the
sign/logarithm number (SLN) system, especially suitable for both multiplication and division
operations is applied. Due to the mantissa truncation, the calculation error is inherently
"buiit-in" the proposed scheme and SLN system should be applied for large dynamic range
calculations where the accuracy is not the main objective e.g.,data preprocessing. To multiply
(divide) two binary numbers (BNs) a and b, the numbers are converted to their SLN equivalents.
The muitiplication (division) is then obtained by adding (subtracting) appropriate logarithms.
As a final multiplication step,

ab = antilog,(log,a = log,b). QP

a conversion from SLNs to BNs is needed. To add/subtract logarithms, optical carry look-ahead
(CLA) adder can be employed [i]. The addition result is obtained by setting input carry of
the CLA adder equal to zero. To obtain subtraction result, the subtrahend is complemented
and the input carry is set to one. The major advantage of the SLN system is that the
product/quotient calculation is performed via fixed-point binary addition/subtraction.

Because addition can be performed in a considerably shorter time than multiplication, the
SLN based algorithm can achieve a higher multiplication speed than those achievable with
any other equivalent length fixed-point number system [6].

To perform BN to a SLN system conversion a CAM is used [7]. This approach takes
advantages of optical parallelism and high CAM storage capacity. The conversion accuracy
is determined by the number of mantissa digits. The largest error is for the linear approx-
imation and for the rounding approximation the error decreases by a factor of two with
each additional mantissa bit.

A binary coded SLN is represented as

ez Ao Ay Ay A (2)
where S is the sign of the BN number. The n digits A—F'l to Ay represent the characteristic,

while the m digits A_; to A_,, represent the mantissa. The corresponding decimal number N
is expressed as
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ail ,1/2/
N=S 2" (3)

For an integer, both the characteristic and the mantissa are positive numbers. To represent
fractions, both the characteristic and the mantissa can be regarded as a two’s complement.
In such a case, a representation of negative powers is possible.

To implement a SLN multiplier, a 3-stage CAM is required. The first CAM performs
the conversion from BNs to SLNs. To add the two logarithms, a second CAM performs a
carry look-ahead (CLA) addition [1]. Finally, a third CAM does the conversion from the
SLNs to BNs. The storage capacity needed for each CAM depends on the range of input
numbers and the calculation accuracy. For example, for a 7-bit binary multiplication, to
implement the first stage CAM, a 3-bit characteristic and a 5-bit mantissa is used. For each
output bit, a separate truth table is needed. The truth tables for the output bits A,, A}, Ay,
A1, A3, A3, A, A_gcontain 112, 76, 42, 71, 65, 63, 62, 114 product terms, respectively, for
a total number of 605 product terms. Using Quine-McCluskey minimization method [8], the
number of product terms was reduced to 111 (3, 3, 3, 10, 18, 21, 28, 25, respectively). To add
two 8-bit logarithmic numbers, an 8-bit CLA requires 2519 product terms to be stored in the
CAM [1]. A final, a third, CAM does the conversion from a SLNs to a BNs. For a 7-bit
multiplier, the final result is a 14 bit word (F3, Fy5, Fyy, Fyo, Fo, Fg, F7, Fg, Fs, Fy, F3, Fy,
F;, Fg). To implement the conversions for each output %nt, the number of product terms to
be stored is 16, 22, 29, 36, 43, 53, 59, 68, 74, 81, 91, 97, 106, 116, respectively. Using Quine-
Mc3Czlgskey minimization method, the total number of product terms was reduced from 891
to .

To represent an optical CAM’s pixel value, dual rail spatial logic is used [1]. Each
product term is encoded as one column of the CAM mask. The CAM mask is illuminated by
an array of line sources corresponding to a particular input configuration. The intensity
transmitted through each column is summed and detected by a detector array. To establish
the output result, the detected signal is thresholded.

To implement a binary coded SLN multiplier, three fixed binary masks are required.
The first mask represents BN to SLN conversion, second, a CLA and third, a SLN to BN
conversion. In Fig. 1, a schematic of an optical CAM processor is shown. An array of LDs
is associated with each CAM mask. Each LD array illuminates only one CAM mask, which
corresponds to implementation of a one CAM stage. To activate one LD array an active high
decoder, where only one output line is at logic "one" is used. This logic state provides the
enable signal for one array of LDs. The operation select lines are connected to an operation
sequencer which contains a set of instructions. To store this program, a fast 2-bit word
memory is used. Each pair of LDs is controlled by the status of the data out bus. If a particular
bit in the data word is 1 (0), the lower (upper) LD from a corresponding pair is activated.
Two AND gates, associated with each pair of LDs, constitute a simple 2 : 1 demultiplexer.
To integrate the transmitted light intensities for each CAM mask column, an output ana-
morphic optical stage is employed. While intensity integration applies to all the masks, only
a single CAM mask 1s illuminated at a time. To obtain the final result, the detected electronic
signal is thresholded. The threshold level is set at 1/2 (between level 0 and level 1). If a
single column output intensity is below the threshold, the output is at logic one, otherwise
it 1s at logic zero.

In our experiment, the data was entered via an array of red light emitting diodes
(LEDs - Panasonic P421). Using a 40 mm focal length cylindrical lens and a 375 mm focal
length spherical lens, an anamorphic stage was built. The CLA masks were printed on a laser
jet printer and, using an optical demagnification process, were reduced by a factor of twenty.
As an example, the multiplication of two BNs a=0111101 and b=1101110 was performed.
First, the two BNs were optically converted to their corresponding SLNs. In Fig. 2a, the eight
conversion (from a BN to a SLN system) masks M,, M;, Mg, M_;, M_,, M_3, M_gand Mg
corresponding to the output functions A, Aj, Ao, Aj, Ay, A_g, A_gand A_g, respectively,
are shown. In Fig. 2b, the result of eight masks illumination ancf the corresponding average
intensity distribution along each column are shown. In the detector plane, the transmitted
intensity was acquired by a CCD camera (JVC TK 870V). For the BN a, the intensities below
the threshold level were detected for A,, Ag, A_;, Ay, A_g, and A_g. This corresponds to a
SLN A=101.11101, while for the BN b, the intensities i)elow the threshold were detected for




|/ —

20 / MAS5-3

B,, By, B}, B_,, and B g, corresponding to a SLN B=110.1100l. For the addition operation, a
8-bit CLA can be employed. Although it is feasible to implement this size of CAM, in our
experiment two 4-bit CLAs operating in a ripple carry mode were used [I]. This approach
decreases the overall processing speed, but on the other hand the hardware complexity is
substantially reduced. This solution is not justified if the high processing speed is the major
objective. For this case, one should try to use as large CLAs as possible without subjecting
it to a ripple mode. The addition result d was 1100.10110. This result was converted back to
a BN using CAM masks (see Fig. 3a). The output result was represented by the 14 masks Fya.
.... Fp. In Fig. 3b, the mask illumination together with the intensity distribution (integrate(i’
along the masks’ columns) are shown. The intensities below the threshold level were detected
for Fy,, Fyy, Fg, F7, Fg, Fy, Fg which corresponds to a BN F=01100111000101 (6597). Because
of the mantissa approximation, the error was equal to 1.684%.

With this non-holographic CAM architecture, the multiplication speed is limited by the
1.D/LED maximum switching speed, detector response time and the electronic comparator’s
propagation delay. Using the fastest L.Ds with the switching rate of 14 GHz, optical detectors
and comparators with response time as fast as 200 ps and 500 ps, respectively, the processing
time for a single CAM stage of about 600ps is anticipated. Thus, with the state-of-the-art
opto-electronic technology, for a 16-bit multiplier, a total multiplication time of about 2 ns
is possible.
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Binary Optics and Applications

Wilfrid B. Veldkamp
Massachusetts Institute of Technology
Cambridge, MA 02139

In a classic example of technology transfer, binary optics is allowing optical designers
to create innovative optical components which promise to solve key problems in optical

sensors, communication, and optical processors.
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3D-Integration of Digital Optical Systems

K.-H. Brenner
«ingewandte Optik, Physikalisches Institut
der Universitdt Erlangen-Niirnberg

D-8520 Erlangen, Federal Republic of Germany

1. Introduction

The general goal of integration is to provide ease of fabrication, enhanced stability +nd compactness of
complex systems by reducing the number of degrees of freedom in the assembly. Currenily the term
‘Integrated Optics’ represents two-dimensional planar integration. With a variety of techniques passive
optical components have been integrated on a single substrate, guiding the light along predetermined paths
/1/. By including electro-optic switching mechanisms and also, more recently, by integrating semiconductors
planar integration of monolithic integrated optical circuits (OEICs) has become possible. Planar integration
permits only a propagation of zero-dimensional optical signals. Furthermore the need of coupling into and

out of wave guides generates interface problems lessening the advantages provided by integration,

One of the main potentials of optics arises from the fact that the wavefield is three-dimensional, allowing
interconnection of a large number of information channels simultaneously through space with a high
bandwidth and with low crosstalk. A first approach to an integrated three-dimensional structure utilized
diffractive-reflective components fabricated in dichromated gelatine to connect arrays of optical devices
through free space /2/. Jahns and Huang /3/ suggested etching diffractive elements into a glass substrate to
provide three-dimensional integrated optical systems. Here we want to propose an alternate concept for 3D-

integrating regularly structured digital optical systems /4/.

2. Integration of optical functions

The basic functions in any optical system involve light collimation, beam splitting and combining and beam
deflection. For image processing applications, the large space-bandwidth product of macro-optics is indis-
pensable. Thus lenses, mirrors and beam splitters in the centimeter range must be used. For digital optical
processing however a connectivity of 1000 channels is sufficient for competitiveness with electronic inter-
connect technology. For channel numbers in this range lens diameters of 200pm are sufficient according to

space-bandwidth considerations and microintegration is thus a primary goal for these applications.

Typical digital optical systems (fig. 1) show certain regularities. They mostly consist of a regular sequence
of a light source array, a Fourier-transformer, a filter, another Fourier transformer and a light detector

array. Even in cases where a filter is not nceded, imaging is performed by a sequence of two Fourier
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transformers in order to have telecentric imaging properties.
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Fig. 1 General structure of optical processing systems

The schemes used for Fourier transformers most commonly are the well known 2f-system and the light pipe.
The light pipe (fig. 2) requires two lenses but has the advantage of reduced vignetting and a larger aperture
as compared to the 2f-system. The filter in digital optical systems is mostly required for nearest neighbor
interconnections. To this end a structure is needed that splits one collimated beam into several collimated

beams of different selected directions but equal intensity.
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Fig. 2 A light pipe as a Fourier transformer
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In order to integrate such systems suitable techno-

Cooling
logies are necessary. These technologies should m_ Electrical power

allow for optical accuracy and should provide

enough free parameters. Thus lithographic LIGA: Deep Synchrotron Lithography
IEG: lon exchange in Glass

techniques are favourable. PMMA: Photopolimerisation in PMMA
Microlenses can be fabricated by many different Fig. 3 General optical system in a regularized form
techniques. A very accurate and flexible method is

the fabrication of microlenses by ionexchange in glass /5/. Beam shaping and beam splitting can be done by
etching in glass or by photopolymerisation. Holographic techniques usually do not show the accuracy of
lithographic techniques are therefore not considered here. Beam deflection together with mechanic packag-
ing can be achieved by deep lithography in PMMA. PMMA -targets are irradiated by synchrotron radiation
/6/ or by protons with kinetic energies between 5 MeV and 10 MeV /7/ through a metal mask which is
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either transparent or opaque for the radiation. The high energy radiation splits the long molecular chains
to shorter molecular chains. Penetration depths of up to 1000 um can be achieved with this procedure. With

a special developer the exposed areas can be removed from the substrate leaving a 3D-structure in PMMA.

From the above one can conclude that technologies for 3D-integration are available, however different
materials and technologies are necessary. Thus a monolithic integration as in Si-electronics is not possible.
In order to accomodate that it is necessary to rearrange the optical system in such a way that different types
of functions are separated in different layers so that one technology serves for one layer. Fig. 3 shows an
approach to this. The active devices are located in one layer. A spacer is provided as PMMA by deep litho-
graphy. The lenses, fabricated as lens arrays are all located in another layer. The optical path is folded by
reflective structures realized again by volume PMMA-structures. The filter components are also arranged
all in one plane. Thus a 3D-integrated system can be fabricated by stacking different layers of prefabricated
structures. As an additional benefit the electrical wiring and cooling can be performed by the 3D-PMMA-
structure. For alignment now only three positioning degrees of freedom are left (Rotation, Shift-x and Shift-

y). The alignment problem can be solved either by alignment marks or by grooves for assembling the systcm.

e

Fig. 4 A 45-degree slit produced in PMMA by L, Y
Proton-lithography. The depth is 300 wm. e

Fig. 5 Interferogram of a microlens array

3. Experiments

Using Proton-lithography we have generated a slit in a PMMA-target with a width of 300 wm and a depth
of 500 um (fig. 4). The orientation of the slit is 45° relative to the target surface. Fig. 5 shows an
interferogram of a microlens array which we have fabricated using the Na-Ag exchange in glass. The

diameter of the lenses is approx. 100 um and the focal length approx. 500 pm.

Fig. 6 shows an interferogram of a phase Fresnel zone lens which we have fabricated by photopolimeri-

sation. The surface relief is determined by the amount of UV-exposure and can reach values of up to 6.
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4. Conclusion

In conclusion the paper proposes a concept for
integrating miniaturized three-dimensional
optical structures in millimeter to submillimeter
range using existing technologies for structuring
PMMA and glass. These structures can be
combined with other microoptical components
to fabricate three-dimensional integrated

optical systems.

50 um

Fig. 6 Interferogram of the edge of a Fresnel zone lens.
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Integrated Free Space-Optical Permutation Network

Jiirgen Jahns and Walter Didschner
AT&T Bell Laboratories
Rm. 4G-524
Crawfords Corner Road
Holmdel, NJ 07733

SUMMARY

Permutation networks such as the Perfect Shuffle, the Banyan, and the Crossover network can be
used in optical computing or photonic switching to implement parallel algorithms efficiently [1].
Many different implementations for these various networks have been proposed recently; see for
example {2-4]. A very flexible way of implementing space-variant permutation networks is by
using diffracitve lenslet arrays [5, 6]. The basic concept is to give each optical channel its own
miniaturized optical system, consisting typically of two diffractive off-axis lenslets. By controling
the angle under which the light beams travel, it is possible to realize arbitrary interconnect schemes.
The optical setup for this is shown in Figure 1. Using lithographic techniques, all components in
an array can be fabricated at the same time with high alignment precision. In order to achieve high
efficiencies diffractive optical elements can be implemented as phase structures with multiple
discrete phase levels [7, 8]. A 2-D cyclic shifter was demonstrated recently using lithographically
fabricated lenslet arrays [9]. An experimental result is sliown in Fig. 2.

One problem that occurs when two physically separated lenslet arrays are used is the difficulty of
alignment. A lateral or longitudinal misalignment between the input plane and the first array or
between the array 1 and array 2 may result in crosstalk where light from one input pixel couples
over to the wrong output position. Our goal is to eliminate this alignment problem by integrating
lenslet arrays on single substrates and by using the concept of planar integrated optics for realizing
the system [10]. Fig. 3 visualizes this idea. Two 1-D arrays of diffractive micro-lenses are placed
on one side of a glass substrate. The input and output positions are on the other side of the
substrate opposite the lenses. The light paths are folded inside the substrate. The typical path for a
beam of light is shown in Fig. 3 b. Since each input pixel is located on the optical axis, it is
imaged through the pair of off-axis lenses without spatial aberrations. Furthermore, the symmetry
of the system makes the optical signal very immune to wavelength shifts of the input beam. An
integrated version of an optical permutation network can be built on small substrates that reduce

mechanical and thermal problems.
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Fig. 1. Space-variant optical interconnects using lenslet arrays. Here a cyclic shifter is shown. A1l
and A2 are the lenslet arrays.
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Fig. 2: Experimental result for a cyclic shifter (left: input, right: output).
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OPTICAL BUS INTERCONNECTION SYSTEM BY USING
SELFOC LENSES AND PLANAR MICROLENS ARRAYS

Kenjiro HAMANAKA

Tsukuba Research Laboratory, Nippon Sheet Glass Co. Ltd.
5-4, Tokodai, Tsukuba-City, Ibaraki-Pref., 300-26, Japan
(Phone No.+81-298-47-8681, Fax No.+81-298-47-8693)

1. Introduction

Optical 1interconnection in optical processing system or in
electronic computer system has many potential advantages in
terms of channel capacity, transfer rate and so on. Recently,
many types of optical interconnection system have been proposed
and examined[1,2]. Free-space (three-dimensional) optical system
can deal with the large amount of information, however, it is
difficult to achieve precise assembling and high durability.

Here, we have proposed an optical bus interconnection system
by using SELFOC lenses[3] and planar microlens arrays[4,5], which
has possibility to overcome the problems associated with the
free-space optical system. A way for fabrication, features,
optical properties and possible applications are discussed with
some experimental results.

2. Configuration and features

Figure 1 shows the configuration of the system which is
applied to board-to-board interconnection. SELFOC rods are
aligned and fixed on a substrate with grooves (Fig.1(b)). Then,
perpendicular gaps are fabricated by using slicing machine. The
position of the individual gap is suitably determined so that the
conjugate 1image planes of unit magnification are located at the
same positions 1in all the gaps (Fig.1(c)). In practice, the
SELFOC rod is divided into many collimated lenses and they form a
telecentric optical system which 1is suitable for cascade
interconnection (Fig.1(d)).

When a LED matrix array is placed at one end of the each
SELFOC rod and a mirror is fixed at another end, the image of the
LED pattern can be transmitted to all the conjugate planes.
Consequently, a signal generated at the LEDs can be led into many
electronics circuit boards, if the boards with transparent type
photodetector arrays are inserted in the gaps. This signal
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transmission 1s applicable to clock distribution, for instance.
The word "transparent” means a small absorption ratio (several
percent or so) as well as a large transmission ratio. A thin
layer of a-Si, works as photodiode or photoconductor, 1is an
example of the transparent detector.

On the other hand, one of the circuit boards can work as a
"talker™ while a light pattern is displayed on the board by using
a transmission type SLM, e.g. liquid crystal SLM, fabricated on
it. The image of the displayed pattern is transferred to any
other conjugate image planes, then the information of the pattern
can be detected at the 1individual transparent photodetector
arrays. If the individual conjugate plane is divided into two
half parts, one 1is for the SLMs and another 1is for the
photodetector array, or if the LED array is put at the both ends
of the SELFOC rod, bi-directional optical interconnection is
accomplished. As the result, the signal from the arbitrary board
can be transferred into all the other boards, i.e. the optical
bus interconnection can be completed.

Since the both 1lenses are small gradient index lenses
fabricated by an ion exchange technique, all the input/output
plane in the optical system are plane. Therefore, many kinds of
optical or opt-electronic component such as SLMs, 1light source
arrays, photo-detector arrays, spatial filters, etc. <can be
easily assembled by contacting the plane surfaces each other.
The in-plane alignment is only essential in this case. Anti-
reflection coating is not required while using liquid or resin
for index matching at the boundaries. Coaxial alignment of the
many SELFOC lenses in the optical channel is realized perfectly
because it 1is fabricated from one SELFOC rod by the slicing
technique. It allows us to transmit the high resolution image
through 1long distance. Moreover, since it is possible to fill
glass material through the optical pass, good reliability
associated with the temperature variation, etc. is achievable.

3. Neural interconnection

It 1is obvious that the applications of the optical bus
system are not restricted to the board-to-board interconnection.
Here, we discuss an application for neural network briefly. In
the most case, neural interconnection is based on matrix-vector
multiplication which 1is easily implemented by using multiple
imaging system. If the planar microlens array is inserted at one
of the gaps, then the multiple imaging system is composed of the
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SELFOC 1lens and the microlens array (Fig.2(a))(6,7]. While an
output signal of neurons is displayed by the LED array and a
weighted matrix of the neural interconnection is represented at a
SILM, a resultant neural signal can be obtained at a photodetector
array (Fig.2(b)). One-to-many and many-to-one interconnections
are also applicable to many kinds of parallel processing such as
pattern recognition.

The resolving power of the multiple images are evaluated
experimentally. A SELFOC microlens (¢3mm, f=3mm) and a planar
microlens array (¢0.2mm, f=1mm, pitch=0.4mm) are utilized in the
experiment. The MTF of the multiple imaging system is measured
from the multiple 1images of a resolution test pattern. The
modulation depth is about 50% at 1201p/mm in average, as shown in
Fig.3. The result indicates that 21 optical channels which
contain 100#100 resolving elements in each, can be utilized in
the small image plane of 3mm in diameter.

4. Conclusion

A novel optical bus interconnection system by using SELFOC
lenses and planar microlens array has been proposed. The system
has the advantages of precise alignment, easy assembling and high
durability. It is applicable for board-to-board interconnection,
neural processing and so on.

The author appreciates K.Koizumi, K.Nishizawa and T.
Kishimoto, Nippon Sheet Glass Co. Ltd., for their supports.
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1. Motivation, Plan

An ideal array illuminator would provide equal amounts of light
power to all elements of an array of gates or smart pixels.
Existing array illuminators (abbreviated: AIL) achieve a
homogeneity of 5 to 10%. That may seem to be good enough, if the
signals are binary. However, it is desirable to achieve the best
possible homogeneity, since there might be other causes for
inhomogeneous behavior of the array system. Having a good AIL
relieves the burden of tolerances for the other components of the
overall system. Furthermore, when the signals are analog, as in
some neural systems, the homogeneity of the power supply becomes
even more important.

One of the main causes for any inhomogeneity is due to the
coherence of the laser light. Hence, we want to reduce the
degree of coherence. We do this by using more than one laser.
These lasers should be manufactured identically, but operated
without mutual phase coupling. The output of these lasers are
intermingled in the array illuminator system. The more lasers
participate the lower will be the temporal coherence. The
lateral configuration of these lasers will cause a reduction of
the spatial coherence. The lasers may be arranged for example as
a grid of size 3x3 or larger.

In our proposed systems it will not be essential that all lasers
operate at the same power level. The homogeneity of AIL output
will not suffer even if one of the lasers breaks down completely.
Hence, our systems will be favorable in terms of life time and
manufacturing yield.

The exifging and proposed AIL systems can be categorized into 5
groups . We will consider hers three of these five types,
beginning with "pg?se contrast" (4) in section 2, follow73 by
Dammann gratings( in section 3, and by the T?%bot—AIL ) Holo
telescope arrays 5) and grating coupler arrays } have their own




MC1-2 / 39

merits, but they are probably a bit more vulnerable in terms of
homogeneity. We will not hide short comings of our three types,
such as loss of homogeneity at the edges of the array and clock
skew.

2. The Phase Contrast AIL

The basic setup consists of a point source, which illuminates a
phase grating by means of a collimating lens. The phase grating
acts as an object which is converted into an amplitude image by
means of a phase contrast imaging system. A phase shifting
structure in the Fourier plane is responsible for the conversion
of a uniform-}ntensity input into an array of bright dots in the
image plane(2 .

The intensity distribution in the Fourier plane will consist of a
few isolated bright spots if the object is periodic as is the
case here. Now let us place a second laser into the source
plane, shifted sideways by a certain amount. Light from this
second laser will produce in the Fourier plane the same
configuration of bright spots as the first laser, however shifted
sideways. The location of the two sets of diffraction spots will
be completely disjointed if the geometry of the setup is designed
accordingly. Hence, we may provide another phase shifting
structure for the light from the second laser. In other words,
several phase contrast operations are interlaced.

The congestion of diffraction spots in the Fourier plane will
increase while increasing the array of laser sources. The
relative size of any diffraction spot is inversely proportional
to the number of grating periods and hence inversely proportional
to the number of elements of the AIL. As a consequence the
number of admissible laser sources is directly proportional to
the number of AIL elements. For a quadratic array the upper
limit of the number of sources will be one ninth of the number of
AIL elements. Hence, the power of the individual lasers may be
quite low. The inhomogeneity of the source array, or even a few
dead lasers, would not affect the homogeneity in the output plane
of the AIL.

Two drawbacks ought to be mentioned. A local defect in the phase
grating will cause a local defect in the output of the AIL. If
all laser sources are triggered simultaneously their
contributions to the central AIL element will be synchronized.
However, at the edges of an NxXN AIL there might be mutual delays
in the order of up to NA/c. 1In other words the temporal blur
would be less than a picosecond, if N is less than one thousand.

3. The Dammann AIL

The basic setup consists of a point source, which illuminates a
phase grating by means of a collimating lens. A second lens
produces the Fraunhofer g}ffraction orders, which ought to be
equally bright, ideally( .

This AIL is very robust in terms of
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local grating defects. The relative distances between diffraction
spots can be very large. However, it is difficult to achieve
array formats larger than 64x64 (see (1)).

Basically, in this setup one generates multiple images of the
source. If the total source consists of an array of individual
sources one will get an incoherent superposition of shifted
diffraction pattern. The homogeneity of the output will benefit
from the shifted superposition, except for the edge regions.
Suppose there are MxM sources and NxN diffraction orders, then
only the inner (N-M)x(N-M) dots will be more or less uniform in
brightness. The remainder of the (N+M)x(N+M) spots will fall off
in a trapezoidal manner,

4. The Talbot AIL

This AIL relies on the fractional Talbot effect which oicurs when
a grating is illuminated by a monochromatic plane wave (4) The
Talbot effect is also known by the name of "self imaging" since
there are no lenses or any other components needed in the space
between object and image plane.

If the illuminating plane wave is tilted the image will be
shifted laterally. If the shift matches the grating period the
image will remain where it was before. That remains true, if we
use a set of tilted plane waves, each coming from a different
laser. In terms of clock skew anc edge effect the Talbot AIL is
roughly equivalent to the two other kinds.
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1. Digital Optical Array With Cellular Hypercube Interconnections
Digital optical cellular arrays are single-instruction-multiple-data (SIMD) arrays of many low
complexity (fine-grain) processing elements (PEs). The PEs themselves can be implemented by
electronic or optoelectronic methods. These arrays have many general applications in numerical
processing and symbolic substitution computing. They are particularly suited to bit plane
images (images in which each PE represents a pixel, and each pixel takes on the value 0 or 1).
In this application, each PE is referred to as a cell and is responsible for computing the output
of one image pixel according to a single instruction broadcast to all PEs from a central control
unit.

A direct connection is defined as an interconnection from one PE to another which is not
routed through an intermediate PE. The neighborhood of a PE is defined as the set of PEs to
which it is directly connected, which is determined by the inter-PE connection network of the
cellular array. In this paper we concentrate on the cellular hypercube interconnection network
(1, 2], which can be fully or partially implemented by optoelectronics. In the cellular hypercube
of size N x N (N = 2/), each PE is directly connected to other PEs in the up, down, left and
right directions spaced at distances 2%,n = 0,1, ...,I — 1. With this numbering convention, the
maximum number of PEs in the neighborhood is 4log, N —2. The time needed to send one data
bit from a PE to the directly connected PEs in its neighborhood is defined as one clock cycle.

By implementing binary image algebra (BIA), the cellular array can perform general image
processing and data manipulation algorithms [1, 2]. Using BIA, any sequence of operations can
be decomposed into three fundamental operations: 1. complement - complement each bit (pixel)
stored in the PE array; 2. union - the Boolean union (OR) function is performed on two binary
images cell by cell; 3. dilation - data from one binary image is replicated under control of a
second image in a manner similar to spatial convolution. The complement and union operations
are local operations. The third, dilation, is global and hence its execution is dependent on the
connection network of the array. To perform dilation the cellular array must be able to shift its
data any arbitrary direction and distance.

I1. Communication Time in Cellular Hypercube Connected Arrays
We assume that each PE has its own integrated light source (LED, diode laser or light modulator)
for transmitting is data, and one or more detectors for receiving data from the 4log, N — 2 total
processors in its directly connected neighborhood. The interconnection paths are made via a
shift-invariant optical fan-out system which can simultaneously image the output of cach PE onto
the detectors of directly connected PEs. A 1-D example for N = 16 is shown in Fig. 1, in which
two PEs (0 and 11) can transmit simultaneously without superposing their outputs on the same
detector. Here we consider the trade-off between the execution time for various communication
operations and the number of detectors per PE in the cellular hypercube interconnected PE
array. The execution time for a communication step is defined as the number of clock cycles
needed for each PE in the array to shift one data bit to another PE. In general, several clock
cycles are needed for each communication step because the outputs of several light sources
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operated simultaneously cannot be allowed to hit the same detector.

_ Optical Interconnection System

Figure 1: One dimensional cellular hypercube for N = 16.

Since only one bit is being sent per PE and the imaging system fans the light out to the
proper detectors in all of the connected PEs, only one source is needed per PE. However, there
are advantages to having more than one detector per PE because the PE could receive more
than one input at a time. If each PE in the array has 4log, N — 2 detectors {one for each
connected PE), then all data bits can be received at once and a communication step requires
only one clock cycle. In this situation, all PEs can transmit data at the same time. However,
because of the limited resolution of the imaging system and need to minimize the physical PE
size, it might not be possible to integrate 4log, N — 2 detectors into each PE. Reducing the
number of detectors results in more clock cycles needed to perform a communication step. In
the example of Fig. 1, each PE contains only one detector. In order that no detector receives
more than one data bit during a single clock cycle, eleven clock cycles are needed.

In Table 1 a comparison is made between the number of clock cycles per communication step
and the number of detectors per PE for a one dimensional array. The left half labeled "UNIT
DISTANCE ELECTRONIC’ shows the results obtained when the nearest neighbor PEs (unit
distance) are interconnected electronically rather than optically. This stems from the idea that
short distance connections are best made with electronics and the inter-cell distances may be
small [3]. The reduction in clock cycles is due to the availability of one additional detector.

The table is determined by finding a value M so that every Mth PE (PEs numbered
0,M,2M,...) transmits at once. Since the connection pattern is spatially-invariant, any set
of PEs numbered 0 + m, M + m,2M + m,... can transmit simultaneously. To allow for each
PE in the array to transmit its data, the value m is incremented during each clock cycle from 0
to M — 1, and then the corresponding set of PEs transmits its data. The value M is then the
number of clock cycles needed for each communication step. To implement an arbitrary shift of
data in the array, O(log, N ) communication steps are required in general, each of which consists
of one or more clock cycles as shown in Table 1.

The generalization to a two-dimensional array is straight forward if the number of detectors
per PE is doubled and the detectors are dedicated to one of the dimensions. The number of
clock cycles needed for a communication step is not increased from the one-dimensional case.

II1. Design of Binary Phase Gratings to Implement Cellular Hypercube
The cellular hypercube can be implemented by using a phase grating and a Fourier transforming
optical system. The idea is to use a computer to design a phase grating, f(z,y), such that its
power spectrum, |FT(f(z,y)]|? is the cellular hypercube pattern.

The Dammann grating is one such computer generated binary phase grating that could be




MC2-3 / 43

used to generate the cellular hypercube function. Dammann gratings typically exhibit ~ 60—70%
diffraction efficiency with less than 10% variation of intensity between orders and have a 10 dB
on/off ratio for arbitrary patterns [4]. The grating can be solved numerically in a variety of
techniques for array sizes N < 50, however, for larger N tlie computing complexity becomes
extreme [5].

This section describes a computationally easy way to create binary phase gratings for the
cellular hypercube interconnection pattern. For now, we look at the one-dimensional cellular
hypercube pattern which can be generated by taking the power spectrum of a summation of
sine functions at frequencies f, = 2",n = 0,...,log, N — 1. In the following, Y (f) is the Fourier
transform of y(z) and the phase terms r, are lost when computing the power spectrum.

log N~1 log N-1 2

y@)= Y Basin(fu2rz+ra) V(= Y RE(F-fa) (1)

n=0 n=—~(log N-1)

However, the function y(z) cannot be put into phase grating form due to areas of negative
light transmission. A binary phase grating can be constructed by hard-limiting y(z) to create a
new function yt(z) defined as follows:

yt(z):{ +1 if y(z) >0 @)

—1 otherwise

The Fourier transform of yt(z) is the cellular hypercube pattern with additional noise added
due to the hard-limiting process. The noise creates unwanted variations in the frequency com-
ponents f, by spreading the power into other unwanted frequency components. By adjusting
the weights 8, and phase values r, in the original function y(z), the variations in the frequency
components f,, can be minimized.

Taking y(z) to be a single sinusoid at frequency f,, then yt(z)is a square grating at frequency
fo- The power spectrum exhibits the odd harmonics of f, with the first sidelobe down 9.5dB,
a value which is the maximum on/off ratio of this design. As more sinusoids are added to y(z)
the frequency components will now depend on the relationships between the phases r,, the
frequencies f, and the frequency weights 3,,.

The function yt¢(x) with 1024 sample points has been solved several times for a binary phase
grating giving a hypercube connection pattern of dimension 8. The computed FFT output has
a typical dynamic range of 1.07 and on/off ratio of 9db. The diffraction cfficiencies as computed
from the power spectrum ranged from 60 —62%. The power spectrum of a typical y¢(z) is shown
in Fig. 2a. No attempt has been made to lower the background noise. Two-dimensional cellular
hypercube patterns have also been solved for a 256 x 256 array, and a portion is shown in Fig.
2b.
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UNIT DISTANCE OPTICAL UNIT DISTANCE ELECTRONIC
N | #of det/PE | #of clk cycs/comm. step | % of PEs on || #of det/PE | #of clk cycs/comm. step | % of PEs on
32 1 11 9 1 11 9
2 9 11 2,3 S 20
3.4 5 20 4-6 33
5,6 3 33 7 1 100
7.8 2 50
9 1 100
128 1 19 5 1 13 8
2 11 9 2 9 11
3 7 14 3-5 5 20
4-6 5 20 6-10 3 33
7-10 3 33 11 1 100
11,12 2 50
13 1 100
512 1 19 5 1 19 5
2 11 9 2 9 11
3,4 7 14 3 7 14
5-8 5 20 4-7 5 20
2-14 3 33 8-14 3 33
15,16 2 50 15 1 100
17 1 100

Table 1. Number of clock cycles per communication step vs. no. of detectors per PE for array size N.

104
5

Power Spectrum of Hard-Limiwd Sinusovds

Prequency x2

(a): 1D connection distances 2", n=0,1,2,3,4,5,6,7

2D Power Spectrum of Hard-Limiwed Susiods

{b): 2D connection distances 2”,n = 0,1,2,3,4

Figure 2: One and two dimensional cellular hypercube interconnection patterns computed from
hard-limited sinusoids.
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1 Introduction

A major advantage of optical and superconduct-
ing interconnections is their ability to transfer large
amounts of information per unit cross section over
long distances. Let the maximum information flux
a given communication medium can support be de-
noted by 7 and be measured in bits/m?sec. For
the length scales involved in a computing system
(< 10 m), it is possible to reduce the effects of disper-
sion and attenuation to the extent that 7 may be as-
sumed to be independent of iength for optical and su-
perconducting interconnections. On the other hand,
T is a decreasing function of communication length
for resistive interconnections, making them disadvan-
tageous over longer distances. However, for distances
less than about the order of a centimeter, they can
provide greater information flux than optical or su-
perconducting interconnections.

Let T denote the minimum pulse repetition interval
for a single physical optical communication channel
(i.e. corresponding to a single spatial degree of free-
dom). Since we are ignoring dispersion, T will prob-
ably be set by the speed of the switching devices or
electrooptic transducers. If wavelength division mul-
tiplexing is employed, an appropriate effective value
of T should be used.

We assume that we would like to establish a pre-
specified pattern of n/2 pairwise connections among
a collection of n 3> 1 points. For simplicity the ex-
tension to fan-out and fan-in is not considered. Al-
though we restrict ourselves to a fixed connection
pattern, the extension to reconfigurable or message
routing systems is possible. We also limit ourselves
to single layer 2 dimensional layouts, the extension to
multi-layer and 3 dimensional layouts being straight-
forward. B will denote the rate at which binary digi-

tal pulses are emitted into each connection. Our pur-
pose is to implement the given pattern of connections
in a manner that results in smallest possible system
area, which we assume is dominated by the space re-
quired for establishing communication.

The number of binary pulses in transit at any given
time in an optical communication network occupying
area A may not exceed ~ A/(fAcT), where ¢ and )
denote the speed of light and wavelength of radiation
respectively [1]. f is a dimensionless constant factor
which in principle can approach the order of unity,
but may be quite larger in practice. Starting from
this relation, it is possible to derive an approximate
lower bound on the linear extent L of our system

L= A} > kn(BT)f) (1)

where « is a constant coefficient and 1/2< ¢<lisa
measure of the connectivity of the system [2] (3] [4].
This bound represents the intrinsic information car-
rying capacity of optical wavefields and applies to any
architecture or implementation. Notice the tradeoff
between system size and B.

One wav of implementing the desired pattern of
connections is simply to allocate [ BT| ~ max(BT, 1)
parallel channels between every pair of points to be
connected. When BT > 1, such an implementation
is as efficient as any other in terms of making maxi-
mum usefulness of the available capacity of the opti-
cal channels. In this case, the above lower bound may
be approached, for instance, by use of waveguides
with effective line to line spacing of ~ fA. However.
if B is less than 1/T, the channels are underutilized
and the bound of equation 1 cannot be approached,
since no matter how small B is, a channel with ca-
pacity 1/T is allocated for every pairwise connection.
Thus when B < 1/T, the layout area is not any less
than when B = 1/T, so that L can at best approach



46 / MC3-2

the bound

L > knifA. ()

In this paper we concern ourselves with methods
of restoring the broken tradeoff between system size
and B when BT < 1.

To achieve our objective, we would like to multiplex
1/BT > 1 independent signal paths into the same
physical channel, so as to saturate its capacity. How-
ever, this is not straightforward when the many signal
paths have distinct source and destination localities.
In the next sections we describe 3 architectures which
enable information flow to be organized in a manner
enabling overlap between such signal paths, allow-
ing them to be multiplexed. The reduction in the
number of physical channels thus possible results in
a decrease in system size and propagation delay for
communication limited layouts.

2 The multiplexed grid archi-
tecture

The multiplexed grid architecture is based on the
family of k-ary m-dimensional meshes (grids) of ¥™ =
n nodes [5]. The hypercube is a special case with
k = 2 and m = log,n. For sake of illustration,
we consider the case m = 2 and k = n!/2, which
corresponds to the familiar planar mesh with n!/2
nodes on an edge. An arbitrary connection is estab-
lished in several nearest neighbor (in m-space) ‘hops’,
and multiplexed together with other connections with
which it overlaps, as illustrated in figure 1. If at least
1/BT connections can be overlapped along each edge
of the mesh, then complete vtilization of the avail-
able capacity 1/T of the physical channels may be
achieved. Finally, the multiplexed m dimensional
mesh is laid out in 2 dimensions, as described in [5].
Of course, this is a trivial task when m = 2.

The price that must be paid in return for efficient
utilization of the high capacity optical channels is the
additional area cost and delays associated with de-
multiplexing and remultiplexing of independent sig-
nal paths. Low dimensional meshes allow a larger
number of connections to be overlapped, but increase
the number of hops, and hence the number of de-
vice delays a signal must go through. High dimen-
sional meshes decrease the number of hops but do
not enable as many signal paths to be overlapped
and multiplexed, possibly resulting in less than com-
plete utilization of the capacity of the channels and

e
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Figure 1: The multiplezed grid architecture with m =
2, k =4 and n = 16. Part a.) shows two of many to-
be-established connections. Part b.) shows each con-
nection established in several hops. Part c¢.) shows
overlapping portions of these connections multiplexed
into high capacity channels, reducing the total num-
ber of physical channels and thus layout area.

thus larger layout area and propagation delays. The
optimal value of m minimizing overall signal delay
(propagation plus device) is found to decrease with
increasing n and asymptotically approaches 2 for 2
dimensional layouts. In this case o nl/2 device de-
lays are suffered in the worst case [6).

3 The multiplexed global in-
terconnection architecture

We now turn our attention to another architecture,
illustrated in figure 2. The n points among which
connections are to be established are partitioned into
n/n; ‘modules’ of n;, points each. All connections
between points in one particular module to another
particular module are bundled together and multi-
plexed into the smallest possible number of physi-
cal channels. The relatively short connections be-
tween points in the same module are made directly
and would probably be implemented with conductive
wiring, because of the greater density they offer over
short distances.

The larger the value of ny, the larger the number
of connections between each module pair, so that a
greater number of independent signal paths may be
bundled (overlapped) and multiplexed together, re-
sulting in a reduction of the area consumed by global
communication channels. On the other hand, increas-
ing n, increases the area required by the internal con-




Figure 2: The multiplezed global interconnection ar-
chitecture with n/n; = 4. Connections internal to a
module (not shown) are made directly, probably with
conductive wiring. A connection to a destination in
another module is first wired to a common locality
with other connections destined to the same target
module and multiplexed together. Demultiplexing
takes place at the destination module, followed by
wiring to the individual destinations. Thus 2 device
delays are involved for global connections.

nections. Thus there is an optimal value of n; result-
ing in minimum system area.

The multiplexed global interconnection architec-
ture is not very useful for applications exhibiting a
great degree of locality. In such systems there will
not be enough connections between distant module
pairs to saturate the capacity 1/7T of a single phys-
ical channel. It may be useful, for instance, for the
implementation of fine grain parallel random access
machine models (6] or connectionist systems.

4 The multiplexed fat-tree ar-
chitecture

The fat-tree architecture, illustrated in figure 3, was
first advocated by Leiserson (7] in a multiprocessor
interconnection context. We define the fat-tree to
have [n’%] ~ n'? connections emanating from sub-
trees containing n’ points. This rate of growth of
capacity as we climb the tree is consistent with a
layout with measure of connectivity ¢ as introduced
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Figure 3: The multiplezed fat-tree architecture. The
points to be connected are located at the leaves, and
the internal nodes provide demultiplexing and remul-
tiplexing functions. Each connection is established in
several hops, 2log, n in the worst case. The number
of connections emanating from the sub-trees increase
as we go up the tree. The overlapping portions of the
connections are multiplexed into the smallest possible
number of physical channels.

in the first section [2].

For concreteness, let us assume that waveguides of
effective line to line spacing of f) are used. Noticing
that the n’? connections emanating from a sub-tree
of n’ points can be multiplexed into max(n'¢ BT, 1)
physical channels, and assuming the area required for
the multiplexing functions not to be the limiting fac-
tor, it is possible to show that the linear extent of the
fat-tree approximately satisfies

max(n?(BT),n¥)fA <
L < max(n?(log, n¥)(BT), n})f2

3

The second term is unavoidable for any 2 dimen-
sional layout. The first term corresponds to the com-
munication area and is what we are interested in.
Upon comparison with equation 1, we observe that
the multiplexed fat-tree allows the smallest possible
system size to be approached within a logarithmic
factor. (Of course, if BT is not small enough to sat-
isfy BT < x/logyn, the use of a fat-tree may not
prove advantageous.) What essentially happens is
that the total communication area is dominated by
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the longer higher level connections, which we succeed
in multiplexing to the greatest possible extent.

Once again the price paid is the cost of multiplexing
functions and the additional device delays incurred.
It would probably be preferable to implement the
shorter lower level connections without demultiplex-
ing and remultiplexing at every step up the tree, and
with conductive wires. This would enable reduction
of the number of device delays incurred and the mul-
tiplexing circuitry. A detailed simulation would re-
veal the level beyond which multiplexing and optical
interconnections should be utilized.

5 Conclusion

We have discussed the importance of organizing in-
formation flow in a manner enabling maximum mul-
tiplexing of independent signal paths, leading to a
reduction in the number of area consuming longest
interconnections, which results in smaller communi-
cation area and propagation delays. Among the ar-
chitectures discussed, the fat-tree is near optimal in
this respect.

The latter two of the presented architectures pro-
vide a natural environment for the joint use of op-
tical and conducting interconnections so as to bring
out the best in both and may prove more promis-
ing than simple replacement of individual long wires
with optics. Optical interconnections are used to pro-
vide high density/bandwidth multiplexed informa-
tion transfer over long distances. Submicron scaled
normal conductors are used to provide communica-
tion at a density unachievable with optics over shorter
distances. This is also consistent with the energetic
properties of the interconnection media. Optical in-
terconnections consume less energy per transmitted
bit over longer distances compared to normal conduc-
tors {8] (9] [10].

Both the multiplexed global interconnection archi-
tecture and the fat-tree architecture are especially
suited for high density (i.e. f close to unity) free-
space optical implementations because of the regular
pattern of interconnections.

Detailed quantitative analysis and simulation of
these architectures will be the subject of subsequent
expositions.

This work was supported by the Air Force Office
of Scientific Research, Grant No. AFOSR-88-0024.
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Introduction.,

Spatially variant interconnects (SVIs) show great potential in the fields of optical computing and optical
communications. Two dimensional forms of these interconnects offer even more power over their stacked one
dimensional' or wrap around counterpai:s’.

Several ingenious classical optical approaches® exist to implement these complicated optical routing patterns.
however all exhibit scalability and efficiency problems which make them unsuitable for use in a practical connection
scheme, The interconnects we describe are recorded in dichromated gelatin (DCG), utilising its high space band width
product, efficiency and good uniformity. They offer point to point on-axis interconnection with a high packing density
(compatible with current demonstration optical circuits**) and have been generated for a range of wavelengths.

Furthermore, we have coupled several interconnection stages together (in both transmission and reflection modes
of operation) to demonstrate prototype networks.

Recording the Interconnects.

The interconnects are double or quadruple element holograms depending upon the nature of the interconnection
pattern. An asymmetric interconnect pattern, such as the perfect shuffle (figure 7 a).), requires four elements whereas
a symmetric pattern, such as the Banyan, requires only a double element. The structure of such a doublet is shown in
figure 3, a collimating element takes the cones of light from an array of point sources and couples them into the next
element at a common angle. This redirecting element generates the interconnect pattern and this is then either coupled
back into the first doublet (the symmetric case) or passes through another doublet performing the inverse interconnect
(the asymmetric case) and is then focussed back to a point. Similar paired single element interconnects, which collimate
and redirect in one stage, have been demonstrated' but they can only be replayed at the recording wavelength, this new
approach facilitates replay at any wavelength specified at the design stage. Typical recording arrangements used for
the collimating and redirecting elements are shown in figures 1 and 2, respectively. We have already demonstrated the
recording of high quality lenslet arrays for the visible and near infra-red® and similar quality planar re-directing gratings
are comparatively straight forward.

M1 M1

I 1]

Argon lon Laser (514.5nm).

Argon lon Laser (514.5nm).

Figure 1. Holographic lens recording geometry. Figure 2. Holographic SVI recording geometry.
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The requirzd redirection of beams is achieved during recording by translating a collimating lens, figure 2, with
a stepper motor system’. The full 2D required interconnection pattern results from a step and repeat process using two
independent stepper motor systems controlled by the same computer system,

To compensate for diffraction spreading over the interconnection distancc and to minimise cross-talk the
redirection elements are designed to have some small amount of focussing power. Using these recording schemes we
have produced several stages of a variety of 16x16 2D networks based on symmetric interconnection patterns and both
the perfect shuffle and its inverse in full 2D. Efficiencies of 95% per element have been achieved, making the doublet
efficiency (once cemented together) of the order of 90%.

Replay of Interconnects.

The two types of interconnect replay in different manners. The asymmetric intercorinect is transmissive in nature
and its mode of use is shown (schematically) in figure 4. The symmetric type interconnect, on the other hand, is
conducive to a reflective orientation in which a doublet SVI is used twice, in conjunction with a mirror, to achieve the
point to point mapping (figure 3). A symmetric interconnect can be used in a similar fashion to the asymmetric
arrangement, although it is not as compact and it may complicate its usc unnecessarily.

A demonstration of the repiay quality of an asymmetric interconnect is shown in figures 5 and 8. The interconnect
used was the first stage of a 2D Banyan network. To illustrate its operation the square input image was split diagonally
into two regions of 100 and 50 percent relative intensities (figure 6 a).). The interconnect has the effect of swapping
diagonally opposed quadrants of the image, as shown in figure 6 b).

The experimental arrangement to demonstrate the interconnect working is shown in figure 5. At this stage the
doublets were not cemented together and the first element was merely a planar grating which coupled collimated input
beams into the redirecting element. A quarter wave plate was used after the SVI to eliminate stray reflections due to
the elements being air spaced and not being anti-reflection coated. The lens on the output side of the beam splitter was
used to image the interconnect element in the output plane.

The actual interconnect chosen for this proof of principle experiment was designed for use at 514nm (because
of the ready availability of polarising optics) and had a facet spacing of 200p.- ;. The total efficiency of the doublet
interconnect, for two passes through it (an input and an output pass) was measured to be 60%, which once reflections
have been eliminated would be about 80%. Figure 8 shows the output from the experiment described, the quality of
the interconnect would be improved if used with the full imaging geometry discussed in the next section.

lenslet re-directing
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Figure 3. Banyan (symmetric interconnect)  Figure 4. Perfect Shuffle (asymmetric interconnect) implementa-
implementation. tion.
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Figure 5. Experimental arrangement to test an on-axis SVI (no focussing power).
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Figure 7. Schematic a). Perfect shuffle; b). Stacked deck Figure 8. Experimental result,
interconnect.

Networks of Interconnects.

The use of space-variant networks (SVNETS) in optical communication systems has been analysed intensive-
ly"8%1°, Several optical circuits have been demonstrated in which SVIs could play an important role.

In any SVNET, logic planes are required to control the flow of information through the network and the most
notable devices used to date which are being utilised in optical circuitry are S-SEEDs" and NLIFs". Figure 9 shows
a modular optical arrangement for the use of symmetric SVIs in conjunction with S-SEED or NLIF devices. These
modular units can be linked together to form the stages of a 2D logarithmic optical network with full interconnection
capability.

The perfect shuffle is an asymmetric interconnect which replicates itself at each stage of a logarithmic network.
Consequently, separate modules are not strictly necessary at each stage of interconne